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Abstract

The DPRM (Davis-Putnam-Robinson-Matiyasevich) theorem is the main step in the negative resolution of Hilbert’s 10th problem. Almost three decades of work on the problem have resulted in several equally surprising results. These include the existence of diophantine equations with a reduced number of variables, as well as the explicit construction of polynomials that represent specific sets, in particular the set of primes. In this work, we formalize these constructions in the Mizar system. We focus on the set of prime numbers and its explicit representation using 10 variables. It is the smallest representation known today. For this, we show that the exponential function is diophantine, together with the same properties for the binomial coefficient and factorial. This formalization is the next step in the research on formal approaches to diophantine sets following the DPRM theorem.
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1 Introduction

Hilbert’s 10th problem (H10) asks whether there exists an algorithm\(^1\) that can determine if a diophantine equation has a solution over the integers. A major step towards the negative resolution of the problem was achieved by the Davis conjecture, stating that the notions of diophantine sets and recursively enumerable sets coincide. This is the case since recursively enumerable sets without algorithms for recognizing their elements have already been known. Indeed, by the Davis Normal Form Theorem [3], for every recursively enumerable set \(R \subseteq \mathbb{N}^m\) there exist a number \(n\) together with a polynomial \(P\) over \(m + n + 2\) variables (\(n\) of the variables are parameters and \(m + 2\) are unknowns) with integer coefficients, such that

\[
\forall a_1, \ldots, a_n R(a_1, \ldots, a_n) \iff \exists x \forall y \leq x \exists x_1 \leq x, \ldots, x_m \leq x P(a_1, \ldots, a_n, x, y, x_1, \ldots, x_m) = 0 \quad (1)
\]

Eliminating the single universal quantifiers from Equation 1, it becomes the condition defining a diophantine relation. However, the research undertaken by Robinson, Davis, and Putnam to eliminate this quantifier required almost 30 years. It is therefore not surprising that they created several theorems that give a negative solution to the problem but under certain assumptions, which enable such quantifier elimination. One of such assumptions is that

\(^1\) Today interpreted as an adequate RAM program or equivalently a Turing machine searching for solutions.
the exponential function can be defined in a diophantine way. This has been eliminated by
Matiyasevich, who definitively completed the proof of the DPRM-theorem \[4, 9\], all every
recursively enumerable set of natural numbers is diophantine.

Our work formalizes multiple consequences and results that originated from the proof of
the DPRM, all concerning diophantine equations. We formalize the fact that the exponential
function is diophantine \[14\], together with the same property for the binomial coefficient and
factorial. These allow the proof of DPRM-theorem \[12\] in a post-Matiyasevich approach
proposed by Smorynski \[16\], where the concept of recursively enumerable is defined using
Equation 1.

We also formalize Robinson’s \[15\] conditions for the DPRM-theorem, namely that the
set of primes is representable by a diophantine polynomial. This polynomial is sufficient to
prove the DPRM-theorem in the Robinson approach. On the other hand, the existence of
this polynomial is guaranteed, but not its explicit statement. In fact, stating it explicitly has
been a long-standing challenge and the problem of finding the polynomial defining the prime
numbers with a minimum number of variables is an open problem in number theory.

In 1971, Yuri Matiyasevich proposed the construction of a diophantine polynomial of
degree 37 with 24 variables (one of the variables is a parameter and 23 are unknowns) that
defined the set of prime numbers. This result has been improved together with Robinson
\[11\] to a polynomial with 14 variables including 13 unknowns. To do this, they showed that
every diophantine polynomial, can be reduced to 13 unknowns. Wada et al. \[6\] have later
reduced the polynomial to 12 variables, however, the rank of the polynomial is 13,697.

The main result of the current work is the formalization of the polynomial over 10
variables that defines the prime numbers together with a large number of formalized results
in numeral analysis (263 proved top-level MML theorems totaling 922KB) necessary for
this result. This polynomial, proposed by Matiyasevich \[10\], is today the smallest known\(^2\)
polynomial for the open problem. This work improves on the work by the first author,
presented at the FMM 2021 workshop \[13\], where the 26-variable polynomial was defined in
Mizar without any further properties.

2 DPRM Formalizations and Their Relation to Number Theory

Larchey-Wendling and Forster \[8\] formalized the DPRM theorem in Coq and Bayer et
al. \[1\] in Isabelle/HOL. Both formalizations develop register machines, Minsky machines,
advanced properties of the Pell equation and prove that exponentiation is diophantine. The
first work proved the bounded universal quantification theorem in order to reach the final
DPRM theorem, and then additionally showed the undecidability of \(\exists 2\) and discusses other
undecidable problems as future work. The second work proves the DPRM theorem following
the approach proposed by Matiyasevich in \[7\] instead of proving the bounded universal
quantification theorem. There, the discussed future work is to extend it to register machines
to prove the undecidability of the Halting problem. Carneiro’s formalization in Lean \[2\]
uses Pell equations to prove the key lemma of Matiyasevich, stating that exponentiation is
diophantine.

Our work focuses on the applications of \(\exists 2\) listed by Sun \[17\] and instead of register
machines we focus on the theory of polynomials. By \(\exists x_1, \ldots, x_\nu \in \mathbb{Z} P(a, x_1, \ldots, x_\nu) = 0\)
is undecidable for some diophantine polynomial \(P, \nu \in \mathbb{N}\). In 1970 Matiyasevich justified
\(\nu < 200\). Further ingenious number-theoretic ideas allowed him to prove together with

---

\(^2\) Private email exchange with Yuri Matiyasevich, January 2022.
We shortly remind the definition of diophantine sets, that will be used in the formalization. A diophantine polynomial in \( k \) variables \( v_1, v_2, \ldots, v_k \) is a linear combination of monomials with non-zero coefficients of the shape \( c \cdot v_1^{p_1} v_2^{p_2} \cdots v_k^{p_k} \), where the coefficients \( c \) are integers, the exponents \( p_i \) are natural numbers, and \( v_i \) are variables. The variables will be separated into parameters and unknowns as follows. A diophantine equation, is an equation of the form \( P(x_1, \ldots, x_j, y_1, \ldots, y_k) = 0 \), where \( P \) is a diophantine polynomial and \( x_1, \ldots, x_j, y_1, \ldots, y_k \) indicate the parameters and unknowns, respectively. A set \( D \subseteq \mathbb{N}^n \) of \( n \)-tuples is called diophantine if there exists a \( n + k \)-variable diophantine polynomial \( P \) such that \( (x_1, \ldots, x_n) \in D \) if and only if there exist unknowns \( y_1, \ldots, y_k \in \mathbb{N} \) such that \( P(x_1, \ldots, x_j, y_1, \ldots, y_k) = 0 \). Similarly, an \( n \)-ary predicate \( \mathcal{P} \) is diophantine, if the set of \( n \)-tuples for which the predicate \( \mathcal{P} \) is satisfied is diophantine. In particular, the divisibility relation \( \mathcal{P}(a, b) \equiv a \mid b \) and congruence \( \mathcal{P}(a, b, c) \equiv a \equiv b \) are diophantine, as \( \mathcal{P}(a, b) \iff \exists x \ ax - b = 0 \) and \( \mathcal{P}(a, b, c) \iff \exists x \ a - b - cx = 0 \).

Note, that the number of variables used in a polynomial defining a diophantine property includes the explicitly stated parameters \( a, b, c \) but also the implicitly appearing unknown \( x \). Informally, a function is referred to as diophantine if the relation between its arguments and its results is. In particular, the key lemma of Matiyasevich, stating that the exponential function is diophantine means that the relation \( \mathcal{P}(a, b, c) \equiv a = b^c \) is.

### 4 Pell Equation

Even if Matiasevich originally showed the key lemma using properties of the Fibonacci sequence, further results and publications in the domain use the Pell equation instead. The Pell equation states \( x^2 - Dy^2 = 1 \) with a non-square parameter \( D \). If \( D = a^2 - 1 \), we can explicitly give all the solutions of this equation via Lucas sequences: \( x = \chi_a(n), y = \psi_a(n) \):

\[
\begin{align*}
\chi_a(0) &= 1, & \chi_a(1) &= a, & \chi_a(n + 2) &= 2a\chi_a(n + 1) - \psi_a(n), \\
\psi_a(0) &= 0, & \psi_a(1) &= 1, & \psi_a(n + 2) &= 2a\psi_a(n + 1) - \psi_a(n).
\end{align*}
\]

which is the approach used in the HOL-Light, the Lean [2] and Mizar [14] formalizations. Alternatively, one can consider the equation \( (ax - y)^2 - (a^2 - 1)x^2 = 1 \). This, transformed as \( x^2 - bxy + y^2 = 1 \) with \( b = 2a \) can be used to build the sequence of solutions \( a_n(n) \). That sequence has the interesting property: if \( x^2 - bxy + y^2 = 1 \) then either \( x = a_n(m), y = a_n(m + 1) \) or \( x = a_n(m + 1), y = a_n(m) \). The latter approach is used in the Coq [8] and Isabelle [1] formalizations. The similarity can be analysed by noticing the relation...
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α_b(n) = ψ_{2a}(n). Of course ψ is more general, while α has more properties. However, the condition α_b(k) | α_b(m) ⇔ k | m (see Equation (3.23) in [7]) is explicitly stated in the publication describing the Coq formalization [8] and the previous version of the Isabelle formalization [1] while ψ_a(k) | ψ_a(m) ⇔ k | m is proved in HOL Light, Lean [2] and in Mizar [14].

Irrespective of the considered sequence, all formalizations prove that a = α_b(c) or a = ψ_b(c) can be represented using an (implicit) diophantine relation, stated as a combination of less complicated diophantine relations. Additionally these sub-relation use additional explicit unknowns and may also have implicit ones in these relations. For example Bayer et al. [1] express 3 < b ∧ a = α_b(c) using 6 explicit unknowns and 15 relations including, e.g., 4 uses of equivalence ≡. Carneiro [2] uses 5 additional unknowns explicitly and several congruences. Similarly, our previous work used 6 explicitly given additional unknowns [14], reduced to 5 explicit unknowns and a single implicit ones [13] in order to achieve the 26-variable polynomial (3). Here, in order to formalize the best known 10-variable polynomial proposed in [10], we use the representation proposed by Matiyasevich and Robinson [11]: Two explicit unknowns i, j and 3 implicit ones corresponding to the relations =□ (=□ is a one-argument relation, which is true when the argument is a square of a natural number, i.e., \( x = □ ⇔ \exists n \in \mathbb{N} x = n^2 \)), | and ≤.

Note that the Theorem 1 also depends on the parameter e ∈ \( \mathbb{N} \), which can be simply eliminated by e = 0. However, we use the original formulation to simplify the comparison of conditions in Theorem 1 and Theorem 2, where we substitute e = L - 1.

Theorem 1. (HILB10_8:19) Let A, B, C ∈ \( \mathbb{N} \) with A > 1, B > 0 and e ∈ \( \mathbb{N} \). Then

\[
C = ψ_A(B) \text{ if and only if there exists } i, j \in \mathbb{N} \text{ and auxiliary unknowns } D, E, F, G, H, I \in \mathbb{Z} \text{ such that }
\]

\[
DFI =□ ∧ F | (H - C) ∧ B ≤ C
\]

and D = (A^2 - 1)C^2 + 1, E = 2(i+1)D(e+1)C^2, F = (A^2 - 1)E^2 + 1, G = A + F(F - A), H = B + 2jC, I = (G^2 - 1)H^2 + 1, where the auxiliary unknowns can be replaced by polynomials over A, B, C, i, j and e.

Therefore, C = ψ_A(B) can be represented as 0 = (DFI - α^2 + (Fβ + H - C)^2(Fβ + H - C)^2 + (B + γ - C)^2, where α, β, γ ∈ \( \mathbb{N} \) are hidden unknowns.

5 Prime Numbers

The main idea behind the construction of a polynomial representing the prime numbers uses Wilson’s theorem, i.e., for any positive integer k, k + 1 is prime if and only if k + 1 | k! + 1. Note that in Mizar we had to formalize the fact that y = x! is a diophantine relation, since it is one of the key steps to proving the DPRM-theorem in our approach. A proof that only focuses on the existence of this polynomial can be expressed in a surprisingly concise way (less than 100 Mizar lines of proof) using higher-order schemes. Compare this with more

---

than 2000 lines required to prove that for any $k \in \mathbb{N}^+$ holds $k+1$ is prime if and only if, there exist $a - z \in \mathbb{N}$ unknowns for which

$$
(wz+h-j-q)^2 + ((gk+g+k)(h+j)+h-z)^2 + ((2k)^3(2k+2)(n+1)^2 + 1 - f^2)^2 +
(p+q+z2m-c)^2 + (e^2(e+2)(a+1)^2+1-a^2)^2 + (x^2-xz)^2 + (16(a^2-1)r^2y^2y^2+1-w^2)^2 +
(((a^2-a)(a^2-a))^2 -1)(n+4d^2)^2 + (x+ca)^2 + (m^2-(a^2-1)^2)^2 + (k+i(a-1))^2 +
(n+l+v-y)^2 + (p+l(a-n-1) + b(2a(n+1)-(n+1)^2-1)-m)^2 +
(x+y(a-p-1)+s(2a(p+1)-(p+1)^2-1)-x)^2 + (z+pl(a-p)+t(2ap-p^2-1) - pm)^2
$$

(3)
equals zero.

To get closer to the 10 variables, we define the notion of prime numbers following [10]:

**Theorem 2.** (HILB10_8:23) Let $k \in \mathbb{N}$. Then $k$ is prime if and only if there exists $f, i, j, m, u \in \mathbb{N}^+$, $r, s, t \in \mathbb{N}$ unknowns and auxiliary unknowns $A - 1, L, M, S, W, Q \in \mathbb{Z}$ such that

$$DFI = \Box \land (M^2-1)S^2 + 1 = \Box \land ((MU)^2 - 2T)^2 + 1 = \Box \land
(4f^2 - 1)(r - mSTU)^2 + 4u^2ST^2 < 8fuST(r - mSTU) \land
FL | (H-C)Z + F(f + 1)Q + F(k + 1)((W^2 - 1)Su - W^2u + 2) + 1)
$$

(4)

and $A = M(U + 1)$, $B = W + 1$, $C = r + W + 1$, $D = (A^2-1)C^2 + 1$, $E = 2iC^2LD$, $F = (A^2-1)E^2 + 1$, $G = A(F - E)$, $H = B + 2(j-1)C$, $I = (G^2 - 1)H^2 + 1$, $W = 100fk(k+1)$, $U = 100uW^3 + 1$, $M = 100muW + 1$, $S = (M-1)s + k + 1$, $T = (MU - 1)t + W - k + 1$, $Q = 2MW - W^2 - 1$, $L = (k+1)Q$.

One can verify, that the simplest polynomial specified by Equation 4, uses 8 unknowns explicitly along with one implicit one for each relation (three occurrences of $=\Box$, inequality, and divisibility). Together with $k$ this gives a total of 14 variables. The fact, that this does not require 5 implicit unknowns, was a striking solution proposed in [10]. In the next section, we will reduce the 5 implicit unknowns used for Equation 4 to a single one.

### 6 The Polynomial Reduced to a Single Unknown Variable

We first notice $a = \Box \equiv \exists a \in \mathbb{N} \ 0 = x^2 - a = \Pi(x \pm \sqrt{a})$, where the product considers all sign combinations. Of course, the product is a polynomial, but its factors are not. Additionally, $a$ can be negative, so we need to consider $C$ as the domain and take into account the non-uniqueness of the square root (however, since $a \in \mathbb{Z}$, there is only one root in the first quadrant of the complex plane).

**Theorem 3.** Suppose $A_1, \ldots, A_q \in \mathbb{Z}$. Then $A_1 = \Box, \ldots, A_q = \Box$ if and only if

$$0 = \prod(X \pm \sqrt{A_1} \pm \sqrt{A_2W} \pm \ldots \pm \sqrt{A_qW^{q-1}})
$$

for some $X \in \mathbb{Z}$ where $W = 1 + A_1^2 + \ldots + A_q^2$.

Theorem 3 is formulated in [11] and used for $q = 7$, however, the formalization additionally requires a justification that the product over $2^q$ possible combinations of signs eliminates similar elements giving a linear combination of $(\frac{2^q-1}{q-1})$ monomials with non-zero coefficients. For this, we will define a helper polynomial $J_{n,R}$ in Theorem 4. There, all factors that
included square roots will appear in even powers, which will eliminate these roots. This allows using $J_{q+1,\mathbb{C}}(r_0, \sqrt{r_1}, \ldots, \sqrt{r_{n-1}W^{2q-2}})$ as an appropriate $\mathbb{Z}$-valued polynomial over $q+1$, used in Theorem 3 following Matiyasevich’s elegant adaptation in order to ensure the satisfiability of all 5 predicates from Equation 4. Our current formalization does not include Theorem 3 in its full generality (ongoing work with most of the needed lemmas complete), as we only use it with $q = 3$ and substitution the constant $W = 2$ instead of the polynomial $W = 1 + r_1^2 + \ldots + r_9^2$.

\textbf{Theorem 4. (POLYMOM9: def 10)} Let $R$ be a commutative ring, $n \in \mathbb{N}$ with $n > 1$. There exists an $R$-valued polynomial over $n$ variables $J_{n,R}$ obeying the following conditions:

- $J_{n,R}(r_1, r_2, \ldots, r_n) = \prod (r_1 \pm r_2 \pm \ldots \pm r_n)$ for all $r_1, r_2, \ldots, r_n \in R$,
- let $p_n R^a$ be any monomial with nonzero coefficients of $J_{n,R}$, where $R^a = r_1^{a_1} \cdot r_2^{a_2} \cdot \ldots \cdot r_n^{a_n}$.

Then every power of $a_i$ is even, the sum of the factors $\sum a_i = a = 2^{n-1}$, coefficient $p_{2^n}$ is an integer multiple of $1_R$, i.e., equals to $1_R + 1_R + \ldots + 1_R$ or $-1_R - 1_R - \ldots - 1_R$ and the coefficient of $r_1^{2^{n-1}}$ equals $1_R$.

The existence of a polynomial that has these properties is quite an involved proof by induction. We only show here the outline of the most difficult part. By the induction hypothesis: $\prod (r_1 \pm \ldots \pm r_n \pm r_{n+1}) = \prod (r_1 \pm \ldots \pm (r_n + r_{n+1})) \cdot \prod (r_1 \pm \ldots \pm (r_n - r_{n+1})) = \sum_{i=0}^{\alpha} c_{i2^n} R^a(r_n + r_{n+1})^{2i} + \sum_{i=0}^{\beta} c_{i2^n} R^b(r_n - r_{n+1})^{2i}$. Where $R^a$ represent products of $r_1, \ldots, r_n$ to even powers. We multiply the sums as follows. If $i_\alpha = i_\beta$, then $c_{i2^n} R^a(r_n + r_{n+1})^{2i} + \sum_{i=0}^{\beta} c_{i2^n} R^b(r_n - r_{n+1})^{2i} = c_{i2^n} R^a(r_n + r_{n+1})^{2i} + c_{i2^n} R^b(r_n - r_{n+1})^{2i} = c_{i2^n} R^a \cdot (r_n - r_{n+1})^{2i}$. If $i_\alpha < i_\beta$ (the case $i_\alpha > i_\beta$ is similar) we add each two summands

$$c_{i2^n} R^a(r_n + r_{n+1})^{2i_\alpha} + c_{i2^n} R^b(r_n - r_{n+1})^{2i_\beta} = c_{i2^n} R^a \cdot (r_n - r_{n+1})^{2i_\alpha} \cdot \sum_{i=0}^{i_\alpha} 2 \cdot \left(\frac{2(i_\beta - i_\alpha)}{2i_\beta - 2(i_\beta - i_\alpha)}\right) r_{n+1}^{2(i_\beta - i_\alpha - 2i_\beta)} \cdot \sum_{i=0}^{i_\alpha} 2 \cdot \left(\frac{2(i_\beta - i_\alpha)}{2i_\alpha + 2(i_\beta - i_\alpha)}\right) r_{n+1}^{2(i_\beta - i_\alpha - 2i_\alpha)} \cdot \sum_{i=0}^{i_\alpha} 2 \cdot \left(\frac{2(i_\beta - i_\alpha)}{2i_\beta - 2(i_\beta - i_\alpha)}\right) r_{n+1}^{2(i_\beta - i_\alpha - 2i_\beta)}. \tag{5}$$

In both cases, we obtain a polynomial, where all variables are raised to even powers, which completes the most involved part of the proof.

The complete formalized proof of this theorem includes all the required sign combinations and required 143 helper lemmas and 13K lines of proofs.

The next step in the simplification of the polynomial given in Theorem 3 (following [10]), proceeds by defining $K_1(y, x_1, x_2, x_3)$ to be $J_{4,\mathbb{C}}(-y, \sqrt{x_1}, \sqrt{x_2}, \sqrt{\sqrt{x_3}})$ and proving $\exists y \in \mathbb{R} K_1(y, x_1, x_2, x_3) = 0 \iff x_1 = 2 \land x_2 = 2 \land x_3 = 2$ under the assumptions $x_1, x_2, x_3 \in \mathbb{N}$ and $2 \nmid x_1, 2 \nmid x_2$. Note, that the substitution (compare Equation 4)

$$x_1 = (M^2-1)S^2+1, x_2 = ((MU)^2-1)T^2+1, x_3 = DFI$$

satisfies these assumptions.

The next step in the informal proof performs a rational substitution in the integer polynomial and justifies that this is again an integer polynomial. This requires some work with the type system in the formalization. Indeed, we perform the substitution $y := y - \frac{z}{p}$ in $K_1$, where $p, r$ are the new variables. In order to construct the polynomial $K_2(y, x_1, x_2, x_3, p, r)$ to be $p^8 \cdot K_1(y - \frac{z}{p}, x_1, x_2, x_3)$ for $y, x_1, x_2, x_3, p, r \in \mathbb{R}$ where $p \neq 0$, the formalization is split into two stages. First, we define $K_2^1(y, x_1, x_2, x_3, z) = K_1(y - z, x_1, x_2, x_3)$, where the power $\alpha$ of $z$ in each monomial in $K_2^1$ is $\leq 8$ and replace $z^\alpha$ by $p^\beta r^{8-\alpha}$ obtaining $K_2$. This way, we obtain a polynomial, where $K_2(y, x_1, x_2, x_3, p, r) = 0$ ensures $p | r$ for every $p, r \in \mathbb{N}, p \neq 0$, but both factors in Equation 4 are non-negative and $FL > 0$.

The final theorem confirms that $K$ is a polynomial:
Theorem 5. (POLYNOM9:77) Let \( x_1, x_2, x_3, p, r, n \in \mathbb{N}, v \in \mathbb{Z} \) where \( 2 \nmid x_1, 2 \nmid x_2, p > 0, n > \sqrt{2} + \sqrt{2^2} + \sqrt{2^3} + r \). Then \( \exists y \in \mathbb{K}(y, x_1, x_2, x_3, p, r, n, v) = 0 \) iff \( x_1 = \diamond \land x_2 = \boxplus \land x_3 = \square \land p \mid r \land 0 \leq v \), where we have \( K(y, x_1, x_2, x_3, p, r, n, v) = K_2(y - nv, x_1, x_2, x_3, p, r) \).

With \( K \), we can represent Equation 4 using a single implicit unknown and we can represent primes using the 10-variable polynomial with the following substitutions in \( K \):

\[
\begin{align*}
v &= 8fuST(r - mSTU) - ((4f^2 - 1)(r - mSTU)^2 + 4u^2s^2T^2) - 1, \\
n &= MS + 2MUT + 4A^2CEGH + 2(HL + FfQ + Fk(W^2SU + W^2u^2)).
\end{align*}
\]

With the abbreviations expanded, this gives a diophantine polynomial \( Poly \) of degree \( > 6000 \) over parameter \( k \) and unknowns \( f, i, j, m, u, r, s, t, y \), so we present only the non-expanded version with the following property. Let \( k \in \mathbb{N}^+ \). Then \( k+1 \) is prime if and only if there exists a 10-element vector of natural numbers \( v \) such that the first element is equal to \( k \) (\( v_1 = k \)) and \( v \) is a root of \( Poly \) (\( \text{eval}(Poly, v) = 0.\mathbb{F}_R \)). In the formal proof, rather than specify the existence of a parameter \( k \) and 9 unknowns, we simplify this by using a 10-element vector with one element equal to \( k \). The final statement in Mizar is:

```
theorem :: POLYNOM9:85
ex Poly be INT-valued Polynomial of 10,\mathbb{F}_R st
  for k be positive Nat holds
    k+1 is prime iff ex v being natural-valued Function of 10,\mathbb{F}_R st
    v.1 = k \& \text{eval}(Poly, v) = 0.\mathbb{F}_R;
```

This is already the minimal polynomial and completes our goal.
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