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- translation from formula to CNF can result in exponential blowup
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\end{aligned}
\]

\section*{Example}
\[
\varphi=(\overline{1} \vee \overline{2}) \wedge(2 \vee 3) \wedge(\overline{1} \vee \overline{3} \vee 4) \wedge(2 \vee \overline{3} \vee \overline{4}) \wedge(1 \vee 4)
\]
\[
\| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4
\]
\[
1^{d} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4
\]
\[
\Longrightarrow \quad 1^{d} \overline{2} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad \text { unit propagate }
\]

\section*{Example}
\[
\varphi=(\overline{1} \vee \overline{2}) \wedge(2 \vee 3) \wedge(\overline{1} \vee \overline{3} \vee 4) \wedge(2 \vee \overline{3} \vee \overline{4}) \wedge(1 \vee 4)
\]
\[
\| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4
\]
\[
1^{d} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4
\]
\[
1^{d} \overline{2} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad \text { unit propagate }
\]
\[
\Longrightarrow \quad 1^{d} \overline{2} 3 \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad \text { unit propagate }
\]

\section*{Example}
\[
\begin{array}{rlrl}
\varphi= & (\overline{1} \vee \overline{2}) \wedge(2 \vee 3) \wedge(\overline{1} \vee \overline{3} \vee 4) \wedge(2 \vee \overline{3} \vee \overline{4}) \wedge(1 \vee 4) & \\
& & \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 & \\
& \Longrightarrow \quad 1^{d} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 & \text { decide } \\
& \Longrightarrow \quad 1^{d} \overline{2} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 & \text { unit propagate } \\
& \Longrightarrow \quad 1^{d} \overline{2} 3 \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 & \text { unit propagate }
\end{array}
\]

\section*{Example}
\[
\varphi=(\overline{1} \vee \overline{2}) \wedge(2 \vee 3) \wedge(\overline{1} \vee \overline{3} \vee 4) \wedge(2 \vee \overline{3} \vee \overline{4}) \wedge(1 \vee 4)
\]
\[
\| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4
\]
\[
1^{d} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4
\]
\[
\Longrightarrow \quad 1^{d} \overline{2} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4
\]
unit propagate
\[
\Longrightarrow \quad 1^{d} \overline{2} 3 \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad \text { unit propagate }
\]
\[
\Longrightarrow \quad 1^{d} \overline{2} 34 \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad \text { unit propagate }
\]
\[
\Longrightarrow \quad \overline{1} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad \text { backtrack }
\]

\section*{Example}
\[
\varphi=(\overline{1} \vee \overline{2}) \wedge(2 \vee 3) \wedge(\overline{1} \vee \overline{3} \vee 4) \wedge(2 \vee \overline{3} \vee \overline{4}) \wedge(1 \vee 4)
\]
\[
\| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4
\]
\[
1^{d} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4
\]
decide \(\Longrightarrow \quad 1^{d} \overline{2} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad\) unit propagate \(\Longrightarrow \quad 1^{d} \overline{2} 3 \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad\) unit propagate
\(\Longrightarrow \quad 1^{d} \overline{2} 34 \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad\) unit propagate
\(\Longrightarrow \quad \overline{1} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad\) backtrack
\(\Longrightarrow \quad \overline{1} 4 \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4\) unit propagate

\section*{Example}
\[
\varphi=(\overline{1} \vee \overline{2}) \wedge(2 \vee 3) \wedge(\overline{1} \vee \overline{3} \vee 4) \wedge(2 \vee \overline{3} \vee \overline{4}) \wedge(1 \vee 4)
\]
\[
\| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4
\]
\[
1^{d} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4
\]
decide \(\Longrightarrow \quad 1^{d} \overline{2} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad\) unit propagate \(\Longrightarrow \quad 1^{d} \overline{2} 3 \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad\) unit propagate \(\Longrightarrow \quad 1^{d} \overline{2} 34 \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad\) unit propagate \(\Longrightarrow \quad \overline{1} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad\) backtrack \(\overline{1} 4 \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad u n i t ~ p r o p a g a t e\)
\(\Longrightarrow \quad \overline{1} 43^{d} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4\) decide

\section*{Example}
\[
\varphi=(\overline{1} \vee \overline{2}) \wedge(2 \vee 3) \wedge(\overline{1} \vee \overline{3} \vee 4) \wedge(2 \vee \overline{3} \vee \overline{4}) \wedge(1 \vee 4)
\]
\[
\| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4
\]
\[
1^{d} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4
\]
decide
\(\qquad\)
\(\Longrightarrow\)
\(\Longrightarrow \quad 1^{d} \overline{2} 34 \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad\) unit propagate
\(\Longrightarrow \quad \overline{1} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad\) backtrack
\(\overline{1} 4 \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4 \quad u n i t ~ p r o p a g a t e\)
\(\Longrightarrow \quad \overline{1} 43^{d} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4\)
decide
\(\Longrightarrow \quad \overline{1} 43^{d} 2 \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4,2 \vee \overline{3} \vee \overline{4}, 1 \vee 4\) unit propagate
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\section*{Definition (DPLL Transition Rules)}
- unit propagation \(\quad M\|F, C \vee I \Longrightarrow M I\| F, C \vee I\) if \(M \vDash \neg C\) and \(I\) is undefined in \(M\)
- pure literal
\[
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\[
M\|F \quad \Longrightarrow \quad M I\| F
\]
if \(I\) occurs in \(F\) but \(I^{c}\) does not occur in \(F\), and \(I\) is undefined in \(M\)
- decide
\[
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\]
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\section*{Definition (DPLL Transition Rules)}
- unit propagation
\[
M\|F, C \vee I \quad \Longrightarrow \quad M I\| F, C \vee I
\]
if \(M \vDash \neg C\) and \(I\) is undefined in \(M\)
- pure literal
\[
M\|F \quad \Longrightarrow \quad M I\| F
\]
if \(I\) occurs in \(F\) but \(I^{c}\) does not occur in \(F\), and \(I\) is undefined in \(M\)
- decide
\[
M\left\|F \quad \Longrightarrow \quad M I^{d}\right\| F
\]
if \(I\) or \(I^{c}\) occurs in \(F\), and \(I\) is undefined in \(M\)
- backtrack
\[
M I^{d} N\left\|F, C \quad \Longrightarrow \quad M I^{c}\right\| F, C
\]
if \(M I^{d} N \vDash \neg C\) and \(N\) contains no decision literals
- fail
\[
M \| F, C \quad \Longrightarrow \quad \text { FailState }
\]
if \(M \vDash \neg C\) and \(M\) contains no decision literals
- backjump
\[
M I^{d} N\left\|F, C \quad \Longrightarrow \quad M I^{\prime}\right\| F, C
\]
if \(M I^{d} N \vDash \neg C\) and \(\exists\) clause \(C^{\prime} \vee I^{\prime}\) such that
- \(F, C \vDash C^{\prime} \vee I^{\prime}\)
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\section*{Definition (DPLL Transition Rules)}
- unit propagation
\[
M\|F, C \vee I \quad \Longrightarrow \quad M I\| F, C \vee I
\]
if \(M \vDash \neg C\) and \(I\) is undefined in \(M\)
- pure literal
\[
M\|F \quad \Longrightarrow \quad M I\| F
\]
if \(I\) occurs in \(F\) but \(I^{c}\) does not occur in \(F\), and \(I\) is undefined in \(M\)
- decide
\[
M\left\|F \quad \Longrightarrow \quad M I^{d}\right\| F
\]
if \(I\) or \(I^{c}\) occurs in \(F\), and \(I\) is undefined in \(M\)
- backtrack
\[
M I^{d} N\left\|F, C \quad \Longrightarrow \quad M I^{c}\right\| F, C
\]
if \(M I^{d} N \vDash \neg C\) and \(N\) contains no decision literals
- fail
\[
M \| F, C \quad \Longrightarrow \quad \text { FailState }
\]
if \(M \vDash \neg C\) and \(M\) contains no decision literals
- backjump \(\quad M I^{d} N\left\|F, C \Longrightarrow M I^{\prime}\right\| F, C\) if \(M I^{d} N \vDash \neg C\) and \(\exists\) clause \(C^{\prime} \vee I^{\prime}\) such that
- \(F, C \vDash C^{\prime} \vee I^{\prime}\)
backjump clause
- \(M \vDash \neg C^{\prime}\) and \(I^{\prime}\) is undefined in \(M\), and \(I^{\prime}\) or \(I^{\prime c}\) occurs in \(F\) or in \(M I^{d} \underset{23}{N}\)

\section*{Example (Backjump)}
\(\varphi=(\overline{1} \vee 2) \wedge(\overline{1} \vee \overline{3} \vee 4 \vee 5) \wedge(\overline{2} \vee \overline{4} \vee \overline{5}) \wedge(4 \vee \overline{5}) \wedge(\overline{4} \vee 5)\)
\(\| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5\)

\section*{Example (Backjump)}
\[
\begin{aligned}
& \varphi=(\overline{1} \vee 2) \wedge(\overline{1} \vee \overline{3} \vee 4 \vee 5) \wedge(\overline{2} \vee \overline{4} \vee \overline{5}) \wedge(4 \vee \overline{5}) \wedge(\overline{4} \vee 5) \\
& \Longrightarrow \quad \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \\
& \Longrightarrow \quad 1^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5
\end{aligned}
\]

\section*{Example (Backjump)}
\[
\varphi=(\overline{1} \vee 2) \wedge(\overline{1} \vee \overline{3} \vee 4 \vee 5) \wedge(\overline{2} \vee \overline{4} \vee \overline{5}) \wedge(4 \vee \overline{5}) \wedge(\overline{4} \vee 5)
\]
\[
\begin{array}{r}
\| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \\
1^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \\
1^{d} 2 \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \quad \text { unit propagate }
\end{array}
\]

\section*{Example (Backjump)}
\[
\varphi=(\overline{1} \vee 2) \wedge(\overline{1} \vee \overline{3} \vee 4 \vee 5) \wedge(\overline{2} \vee \overline{4} \vee \overline{5}) \wedge(4 \vee \overline{5}) \wedge(\overline{4} \vee 5)
\]
\begin{tabular}{rrr}
\(\| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5\) & \\
\(1^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5\) & decide \\
\(1^{d} 2 \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5\) & unit propagate \\
\(1^{d} 23^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5\) & decide
\end{tabular}

\section*{Example (Backjump)}
\[
\varphi=(\overline{1} \vee 2) \wedge(\overline{1} \vee \overline{3} \vee 4 \vee 5) \wedge(\overline{2} \vee \overline{4} \vee \overline{5}) \wedge(4 \vee \overline{5}) \wedge(\overline{4} \vee 5)
\]
\begin{tabular}{lrrr} 
& \(\| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5\) & \\
& \(1^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5\) & decide \\
\(\Longrightarrow\) & \(1^{d} 2 \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5\) & unit propagate \\
\(\Longrightarrow\) & \(1^{d} 23^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5\) & decide \\
\(\Longrightarrow\) & \(1^{d} 23^{d} 4^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5\) & decide
\end{tabular}

\section*{Example (Backjump)}
\[
\begin{aligned}
& \varphi=(\overline{1} \vee 2) \wedge(\overline{1} \vee \overline{3} \vee 4 \vee 5) \wedge(\overline{2} \vee \overline{4} \vee \overline{5}) \wedge(4 \vee \overline{5}) \wedge(\overline{4} \vee 5) \\
& \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \\
& 1^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \\
& \text { decide } \\
& 1^{d} 2 \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \text { unit propagate } \\
& 1^{d} 23^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \\
& 1^{d} 23^{d} 4^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \\
& \text { decide } \\
& \text { decide } \\
& \Longrightarrow \quad 1^{d} 23^{d} 4^{d} \overline{5} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \text { unit propagate }
\end{aligned}
\]

\section*{Example (Backjump)}
\[
\varphi=(\overline{1} \vee 2) \wedge(\overline{1} \vee \overline{3} \vee 4 \vee 5) \wedge(\overline{2} \vee \overline{4} \vee \overline{5}) \wedge(4 \vee \overline{5}) \wedge(\overline{4} \vee 5)
\]
\begin{tabular}{lrrr} 
& \(\| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5\) & \\
\(\Longrightarrow\) & \(1^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5\) & decide \\
\(\Longrightarrow\) & \(1^{d} 2 \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5\) & unit propagate \\
\(\Longrightarrow\) & \(1^{d} 23^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5\) & decide \\
\(\Longrightarrow\) & \(1^{d} 23^{d} 4^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5\) & decide \\
\(\Longrightarrow\) & \(1^{d} 23^{d} 4^{d} \overline{5} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5\) & unit propagate \\
\(\Longrightarrow\) & \(1^{d} 23^{d} \overline{4} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5\) & backtrack
\end{tabular}

\section*{Example (Backjump)}
\[
\varphi=(\overline{1} \vee 2) \wedge(\overline{1} \vee \overline{3} \vee 4 \vee 5) \wedge(\overline{2} \vee \overline{4} \vee \overline{5}) \wedge(4 \vee \overline{5}) \wedge(\overline{4} \vee 5)
\]
\[
\begin{array}{lrrr} 
& \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \\
\Longrightarrow & 1^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { decide } \\
\Longrightarrow & 1^{d} 2 \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { unit propagate } \\
\Longrightarrow & 1^{d} 23^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { decide } \\
\Longrightarrow & 1^{d} 23^{d} 4^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { decide } \\
\Longrightarrow & 1^{d} 23^{d} 4^{d} \overline{5} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { unit propagate } \\
\Longrightarrow & 1^{d} 23^{d} \overline{4} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { backtrack } \\
\Longrightarrow & 1^{d} 23^{d} \overline{4} 5 \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { unit propagate }
\end{array}
\]

\section*{Example (Backjump)}
\[
\varphi=(\overline{1} \vee 2) \wedge(\overline{1} \vee \overline{3} \vee 4 \vee 5) \wedge(\overline{2} \vee \overline{4} \vee \overline{5}) \wedge(4 \vee \overline{5}) \wedge(\overline{4} \vee 5)
\]
\[
\begin{array}{lrrr} 
& \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \\
\Longrightarrow & 1^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { decide } \\
\Longrightarrow & 1^{d} 2 \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { unit propagate } \\
\Longrightarrow & 1^{d} 23^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { decide } \\
\Longrightarrow & 1^{d} 23^{d} 4^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { decide } \\
\Longrightarrow & 1^{d} 23^{d} 4^{d} \overline{5} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { unit propagate } \\
\Longrightarrow & 1^{d} 23^{d} \overline{4} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { backtrack } \\
\Longrightarrow & 1^{d} 23^{d} \overline{4} 5 \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { unit propagate }
\end{array}
\]

\section*{Example (Backjump)}
\[
\varphi=(\overline{1} \vee 2) \wedge(\overline{1} \vee \overline{3} \vee 4 \vee 5) \wedge(\overline{2} \vee \overline{4} \vee \overline{5}) \wedge(4 \vee \overline{5}) \wedge(\overline{4} \vee 5)
\]
\[
\begin{array}{lrr} 
& \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \\
\Longrightarrow & 1^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { decide } \\
\Longrightarrow & 1^{d} 2 \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { unit propagate } \\
\Longrightarrow & 1^{d} 23^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { decide } \\
\Longrightarrow & 1^{d} 23^{d} 4^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { decide } \\
\Longrightarrow & 1^{d} 23^{d} 4^{d} \overline{5} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { unit propagate } \\
\Longrightarrow & 1^{d} 23^{d} \overline{4} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { backtrack } \\
\Longrightarrow & 1^{d} 23^{d} \overline{4} 5 \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 & \text { unit propagate }
\end{array}
\]

\section*{Example (Backjump)}
\[
\begin{gathered}
\varphi=(\overline{1} \vee 2) \wedge(\overline{1} \vee \overline{3} \vee 4 \vee 5) \wedge(\overline{2} \vee \overline{4} \vee \overline{5}) \wedge(4 \vee \overline{5}) \wedge(\overline{4} \vee 5) \\
\\
\Longrightarrow \quad \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \\
\Longrightarrow \quad 1^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5
\end{gathered} \quad \text { decide }
\]

\section*{Example (Backjump)}
\[
\begin{aligned}
& \varphi=(\overline{1} \vee 2) \wedge(\overline{1} \vee \overline{3} \vee 4 \vee 5) \wedge(\overline{2} \vee \overline{4} \vee \overline{5}) \wedge(4 \vee \overline{5}) \wedge(\overline{4} \vee 5) \\
& \begin{array}{l}
\Rightarrow \\
\Rightarrow \\
\Rightarrow \\
\Rightarrow
\end{array} \\
& \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \\
& 1^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \\
& \text { decide } \\
& 1^{d} 2 \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \text { unit propagate } \\
& 1^{d} 23^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \\
& 1^{d} 23^{d} 4^{d} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \\
& \text { decide } \\
& \text { decide } \\
& \Longrightarrow \quad 1^{d} 23^{d} 4^{d} \overline{5} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \text { unit propagate } \\
& 1^{d} 2 \overline{3} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5 \\
& \Longrightarrow 1^{+} \quad 2 \overline{3} \overline{4} \overline{5} \| \overline{1} \vee 2, \overline{1} \vee \overline{3} \vee 4 \vee 5, \overline{2} \vee \overline{4} \vee \overline{5}, 4 \vee \overline{5}, \overline{4} \vee 5
\end{aligned}
\]
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basic DPLL \(\mathcal{B}\) consists of unit propagation, decide, fail, and backjump
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if \(\left\|F \Longrightarrow{ }_{\mathcal{B}}^{*} M\right\| F^{\prime}\) then
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\section*{Definition}
basic DPLL \(\mathcal{B}\) consists of unit propagation, decide, fail, and backjump

\section*{Properties}
if \(\left\|F \Longrightarrow{ }_{\mathcal{B}}^{*} M\right\| F^{\prime}\) then
- \(F=F^{\prime}\)
- \(M\) does not contain complementary literals
- literals in \(M\) are distinct
- length of \(M\) is bounded by number of atoms

\section*{Lemma (Model Entailment)}

Suppose \(\left\|F \Longrightarrow{ }_{B}^{*} M\right\| F\) such that
- \(M=\left.\left.\left.M_{0}\right|_{1} ^{d} M_{1}\right|_{2} ^{d} M_{2} \ldots\right|_{k} ^{d} M_{k}\) and
- there are no decision literals in \(M_{i}\).
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basic DPLL \(\mathcal{B}\) consists of unit propagation, decide, fail, and backjump

\section*{Properties}
if \(\left\|F \Longrightarrow{ }_{\mathcal{B}}^{*} M\right\| F^{\prime}\) then
- \(F=F^{\prime}\)
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\section*{Lemma (Model Entailment)}

Suppose \(\left\|F \Longrightarrow_{\mathcal{B}}^{*} M\right\| F\) such that
- \(M=M_{0} I_{1}^{d} M_{1} I_{2}^{d} M_{2} \ldots I_{k}^{d} M_{k}\) and
- there are no decision literals in \(M_{i}\).

Then \(F, l_{1}, \ldots, l_{i} \vDash M_{i}\) for all \(0 \leqslant i \leqslant k\).

\section*{Definition}
basic DPLL \(\mathcal{B}\) consists of unit propagation, decide, fail, and backjump

\section*{Properties}
if \(\left\|F \Longrightarrow{ }_{\mathcal{B}}^{*} M\right\| F^{\prime}\) then
- \(F=F^{\prime}\)
- \(M\) does not contain complementary literals
- literals in \(M\) are distinct
- length of \(M\) is bounded by number of atoms

\section*{Lemma (Model Entailment)}

Suppose \(\left\|F \Longrightarrow_{\mathcal{B}}^{*} M\right\| F\) such that

- there are no decision literals in \(M_{i}\).

Then \(F, l_{1}, \ldots, l_{i} \vDash M_{i}\) for all \(0 \leqslant i \leqslant k\).
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\section*{Theorem (Termination)}
for any formula \(F\) there are no infinite derivations
\[
\begin{aligned}
& \| F \quad \Longrightarrow_{\mathcal{B}} \quad S_{1} \quad \Longrightarrow_{\mathcal{B}} \quad S_{2} \quad \Longrightarrow_{\mathcal{B}} \quad . \\
& \text { missing literals in } M
\end{aligned}
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\section*{Proof.}
- for list of distinct literals \(M\), define \(a(M)=n-|M|\) where
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- \(|M|\) is length of \(M\)
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\section*{Theorem (Termination)}
for any formula \(F\) there are no infinite derivations
\[
\begin{array}{r}
\| F \quad \Longrightarrow_{\mathcal{B}} \quad S_{1} \quad \Longrightarrow_{\mathcal{B}} \quad S_{2} \quad \Longrightarrow_{\mathcal{B}} \quad \ldots \\
\text { missing literals in } M
\end{array}
\]

\section*{Proof.}
- for list of distinct literals \(M\), define \(a(M)=n-|M|\) where
- \(n\) is total number of atoms
- \(|M|\) is length of \(M\)
- measure state \(M_{0} I_{1}^{d} M_{1} I_{2}^{d} M_{2} \ldots I_{k}^{d} M_{k} \| F\) by tuple
\[
(a\left(M_{0}\right), a\left(M_{1}\right), \ldots, a\left(M_{k}\right), \underbrace{\infty, \ldots, \infty}_{n-k})
\]
- compare tuples lexicographically by extension of \(>_{\mathbb{N}}\) with \(\infty\) maximal
- every transition step decreases measure

\section*{Example (Revisited for Termination)}
\(\varphi=(\overline{1} \vee \overline{2}) \wedge(2 \vee 3) \wedge(\overline{1} \vee \overline{3} \vee 4) \wedge(2 \vee \overline{3} \vee \overline{4}) \wedge(1 \vee 4)\)
\(\| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4, \ldots\)
\((n, \infty, \ldots)\)

\section*{Example (Revisited for Termination)}
\(\varphi=(\overline{1} \vee \overline{2}) \wedge(2 \vee 3) \wedge(\overline{1} \vee \overline{3} \vee 4) \wedge(2 \vee \overline{3} \vee \overline{4}) \wedge(1 \vee 4)\)
\[
\begin{aligned}
& \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4, \ldots(n, \infty, \ldots) \\
& 1^{d} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4, \ldots \text { decide } \\
&(n, n, \infty, \ldots)
\end{aligned}
\]

\section*{Example (Revisited for Termination)}
\(\varphi=(\overline{1} \vee \overline{2}) \wedge(2 \vee 3) \wedge(\overline{1} \vee \overline{3} \vee 4) \wedge(2 \vee \overline{3} \vee \overline{4}) \wedge(1 \vee 4)\)
\[
\begin{array}{rll}
\| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4, \ldots & (n, \infty, \ldots) \\
1^{d} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4, \ldots & \text { decide } & (n, n, \infty, \ldots) \\
1^{d} \overline{2} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4, \ldots & \text { unit propagate } & (n, n-1, \infty, \ldots)
\end{array}
\]

\section*{Example (Revisited for Termination)}
\(\varphi=(\overline{1} \vee \overline{2}) \wedge(2 \vee 3) \wedge(\overline{1} \vee \overline{3} \vee 4) \wedge(2 \vee \overline{3} \vee \overline{4}) \wedge(1 \vee 4)\)
\begin{tabular}{ccl} 
& \(\| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4, \ldots\) & \((n, \infty, \ldots)\) \\
& \(1^{d} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4, \ldots\) & decide \\
\hline & \((n, n, \infty, \ldots)\) \\
\(\Longrightarrow \quad\) & \(1^{d} \overline{2} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4, \ldots\) & unit propagate \\
\hline & \(\left.1^{d} \overline{2} 3 \| \overline{1} \vee \overline{2}, n-1, \infty, \ldots\right)\) \\
& &
\end{tabular}

\section*{Example (Revisited for Termination)}
\(\varphi=(\overline{1} \vee \overline{2}) \wedge(2 \vee 3) \wedge(\overline{1} \vee \overline{3} \vee 4) \wedge(2 \vee \overline{3} \vee \overline{4}) \wedge(1 \vee 4)\)
\begin{tabular}{lcll} 
& \(\| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4, \ldots\) & \((n, \infty, \ldots)\) \\
\(\Longrightarrow\) & \(1^{d} \| \overline{1} \vee \overline{2}, 2 \vee 3, \overline{1} \vee \overline{3} \vee 4, \ldots\) & decide & \((n, n, \infty, \ldots)\) \\
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\section*{Observation}
- decide replaces \(\infty\) by \(n\)
- unit propagate, backtrack, and backjump replace \(m\) by \(m-1\)
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\section*{Minisat}
- minimalistic open source solver (http://minisat.se/ or apt, yum,...)
\$ minisat test.sat result.txt
- web interface
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\section*{Solving Formulas}
- Solver ()
create new solver object
- Solver. \(\operatorname{add}\left(\varphi_{1}, \ldots, \varphi_{n}\right)\) require constraints \(\varphi_{1}, \ldots, \varphi_{n}\) to be true
- Solver.check()
- Solver.model() check for satisfiability
returns valuation (after successful call of check)

\section*{Moreover}
- simplify \((\varphi)\)
simplifies formula \(\varphi\)
- Solver.statistics() is map of solving statistics

\section*{Example}
```

from z3 import *
p = Bool('p') \# create variable named 'p'
foo1 = FreshBool('foo') \# create fresh variables prefixed 'foo'
foo2 = FreshBool('foo')
phi = Or(p, p, And(foo2, Xor(foo1, Not(foo1)), True), False)
print(phi) \# Or(p, p, And(foo!1, Xor(foo!0, Not(foo!0)), True), False)
psi = simplify(phi)
print(psi) \# Or(p, foo!1)
solver = Solver()
solver.add(psi) \# assert that psi should be true
solver.add(Implies(foo1,p), Or(foo1, foo2)) \# assert something else
print solver \# [Or(p, foo!1), Implies(foo!0, p), Or(foo!0, foo!1)]
result = solver.check() \# check for satisfiability
if result:
model = solver.model() \# get valuation
print model[p], model[foo1], model[foo2] \# False False True

```
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