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## Chapter 1

## Foundations

A multiset over a set $A$ is a function $M$ from $A$ to the natural numbers. Intuitively, $M(a)$ specifies the number of occurrences of $a$ in $M$. We say that $a$ is an element of $M$ if $M(a)>0$. The union, intersection, and difference of multisets are defined by the identities $\left(M_{1} \cup M_{2}\right)(x)=M_{1}(x)+M_{2}(x),\left(M_{1} \cap M_{2}\right)(x)=$ $\min \left(M_{1}(x), M_{2}(x)\right)$, and $\left(M_{1} \backslash M_{2}\right)(x)=\max \left(0, M_{1}(x)-M_{2}(x)\right)$. We use a set-like notation to describe multisets.

A first-order language is constructed over a signature $\Sigma=(\mathcal{F}, \mathcal{R})$, where $\mathcal{F}$ and $\mathcal{R}$ are non-empty, disjoint, in general infinite sets of function and predicate symbols, respectively. Every function or predicate symbol has some fixed arity. Function and predicate symbols with arity one are called monadic. In addition to these sets that are specific for a first-order language, we assume a further, infinite set $\mathcal{X}$ of variable symbols disjoint from the symbols in $\Sigma$. Then the set of all terms $\mathcal{T}(\mathcal{F}, \mathcal{X})$ is recursively defined by: (i) every function symbol $c \in \mathcal{F}$ with arity zero (a constant) is a term, (ii) every variable $x \in \mathcal{X}$ is a term and (iii) whenever $t_{1}, \ldots, t_{n}$ are terms and $f \in \mathcal{F}$ is a function symbol with arity $n$, then $f\left(t_{1}, \ldots, t_{n}\right)$ is a term. A term not containing a variable is a ground term. If $t_{1}, \ldots, t_{n}$ are terms and $R \in \mathcal{R}$ is a predicate symbol with arity $n$, then $R\left(t_{1}, \ldots, t_{n}\right)$ is an atom. An atom or the negation of an atom is called a literal. Disjunctions of literals are clauses where all variables are implicitly universally quantified. Clauses are often denoted by their respective multisets of literals where we write multisets in usual set notation. A clause consisting of exactly one literal is called a unit.

The set of free variables of an atom (term) $\phi$ denoted by $\operatorname{vars}(\phi)$ is defined as follows: $\operatorname{vars}\left(P\left(t_{1}, \ldots, t_{n}\right)\right)=$ $\cup_{i} \operatorname{vars}\left(t_{i}\right)$ and $\operatorname{vars}\left(f\left(t_{1}, \ldots, t_{n}\right)\right)=\cup_{i} \operatorname{vars}\left(t_{i}\right), \operatorname{vars}(x)=\{x\}$. The function naturally extends to literals, clauses and (multi)sets of terms (literals, clauses).

A substitution $\sigma$ is a mapping from the set of variables to the set of terms such that $x \sigma \neq x$ for only finitely many $x \in \mathcal{X}$. We define the domain of $\sigma$ to be $\operatorname{dom}(\sigma)=\{x \mid x \sigma \neq x\}$ and the co-domain of $\sigma$ to be $\operatorname{cdom}(\sigma)=\{x \sigma \mid x \sigma \neq x\}$. Hence, we can denote a substitution $\sigma$ by the finite set $\left\{x_{1} \mapsto t_{1}, \ldots, x_{n} \mapsto t_{n}\right\}$ where $x_{i} \sigma=t_{i}$ and $\operatorname{dom}(\sigma)=\left\{x_{1}, \ldots, x_{n}\right\}$. A ground substitution $\sigma$ has no variable occurrences in its co-domain, $\operatorname{vars}(\operatorname{cdom}(\sigma))=\emptyset$. An injective substitution $\sigma$ where $\operatorname{cdom}(\sigma) \subset \mathcal{X}$ is called a variable renaming. The application of substitutions to terms is given by $f\left(t_{1}, \ldots, t_{n}\right) \sigma=f\left(t_{1} \sigma, \ldots, t_{n} \sigma\right)$ for all $f \in \mathcal{F}$ with arity $n$. We extend the application of substitutions to literals and clauses as usual: $P\left(t_{1}, \ldots, t_{n}\right) \sigma=P\left(t_{1} \sigma, \ldots, t_{n} \sigma\right)$ (accordingly for literals) and $\left\{L_{1}, \ldots, L_{n}\right\} \sigma=\left\{L_{1} \sigma, \ldots, L_{n} \sigma\right\}$.

Given two terms (atoms) $s, t$, a substitution $\sigma$ is called a unifier for $s$ and $t$ if $s \sigma=t \sigma$. It is called a most general unifier (mgu) if for any other unifier $\tau$ of $s, t$ there exists a substitution $\lambda$ with $\sigma \lambda=\tau$. A substitution $\sigma$ is called a matcher from $s$ to $t$ if $s \sigma=t$. The notion of a mgu is extended to atoms, literals in the obvious way. We say that $\sigma$ is a unifier for a sequence of terms (atoms, literals) $t_{1}, \ldots, t_{n}$ if $t_{i} \sigma=t_{j} \sigma$ for all $1 \leq i, j \leq n$ and $\sigma$ is a mgu if in addition for any other unifier $\tau$ of $t_{1}, \ldots, t_{n}$, there exists a substitution $\lambda$ with $\sigma \lambda=\tau$.

A position is a word over the natural numbers. The set $\operatorname{pos}\left(f\left(t_{1}, \ldots, t_{n}\right)\right)$ of positions of a given term $f\left(t_{1}, \ldots, t_{n}\right)$ is defined as follows: (i) the empty word $\epsilon$ is a position in any term $t$ and $\left.t\right|_{\epsilon}=t$, (ii) if $\left.t\right|_{\pi}=f\left(t_{1}, \ldots, t_{n}\right)$, then $\pi . i$ is a position in $t$ for all $i=1, \ldots, n$, and $\left.t\right|_{\pi . i}=t_{i}$. We write $t[s]_{\pi}$ for $\left.t\right|_{\pi}=s$. With $t[\pi / s]$, where $\pi \in \operatorname{pos}(t)$, we denote the term (atom) obtained by replacing $\left.t\right|_{\pi}$ by $s$ at position $\pi$ in
$t$. The length of a position $\pi$ is defined by length $(\epsilon)=0$ and $\operatorname{length}(i . \tau)=1+\operatorname{length}(\tau)$. The notion of a position can be extended to atoms, literals and even formulae in the obvious way.

As an alternative to the already mentioned multiset notation of clauses, we also write clauses in the form $\Theta \| \Gamma \rightarrow \Delta$ where $\Theta$ is a multiset of monadic atoms ${ }^{1}$ and $\Gamma, \Delta$ are multisets containing arbitrary atoms. Logically, the atoms in $\Theta$ and $\Gamma$ denote negative literals while the atoms in $\Delta$ denote the positive literals in the clause. The empty clause $\square$ denotes $\perp$ (falsity). The multiset $\Theta$ is called the sort constraint of $\Theta \| \Gamma \rightarrow \Delta$. A sort constraint $\Theta$ is solved in a clause $\Theta \| \Gamma \rightarrow \Delta$ if it does not contain non-variable terms and $\operatorname{vars}(\Theta) \subseteq \operatorname{vars}(\Gamma \cup \Delta)$. If the clause is determined by the context, we simply say that a sort constraint is solved. In case we are not interested in a separation of the negative literals in a clause, we write clauses in the form $\Gamma \rightarrow \Delta$. We often abbreviate disjoint set union with sequencing, e.g., we write $\Theta \| \Gamma \rightarrow \Delta, R\left(t_{1}, \ldots, t_{n}\right)$ for $\Theta \| \Gamma \rightarrow \Delta \cup\left\{R\left(t_{1}, \ldots, t_{n}\right)\right\}$. Equality atoms are written $l \approx r$ and are mostly distinguished from non-equality atoms. The latter are named $A, B$. In case we don't want to distinguish these two different kinds of atoms we use the letter $E$ (possibly indexed) to denote an arbitrary atom. Inferences and reductions where equations are involved are applied with respect to the symmetry of $\approx$.

A clause $\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}$ subsumes a clause $\Theta_{2} \| \Gamma_{2} \rightarrow \Delta_{2}$ if $\Theta_{1} \sigma \subseteq \Theta_{2}, \Gamma_{1} \sigma \subseteq \Gamma_{2}$ and $\Delta_{1} \sigma \subseteq \Delta_{2}$ for some matcher $\sigma$. The relation "is subsumed by" between clauses is a quasi-ordering on clauses. Please recall that we consider clauses to be multisets. Hence, e.g., the clause $\{P(x), P(y)\}$ (also possibly written $\rightarrow P(x), P(y)$ ) does not subsume the clause $\{P(x)\}$ (possibly written $\rightarrow P(x)$ ).

The function size maps terms, atoms, literals to the number of symbols they are built from, e.g., $\operatorname{size}(t)=|\operatorname{pos}(t)|$. In case of a literal, we don't consider the negation symbol for its size. The depth of a term, literal is the maximal length of a position in the term, literal, e.g., $\operatorname{depth}(t)=\max (\{\operatorname{length}(\pi) \mid$ $\pi \in \operatorname{pos}(t)\})$. The depth of a clause is the maximal depth of its literals. The size of clause is the sum of its literal sizes.

For the definition of our inference/reduction rules we shall often need the notion of an ordering to compare terms. This notion is then lifted to tuples, sets, clauses and (multi)sets of clauses. A partial order is a reflexive, transitive and antisymmetric relation. A strict order is a transitive and irreflexive relation. Every partial order $\succeq$ induces a strict order $\succ$ by $t \succ s$ iff $t \succeq s$ and $t \neq s$. The lexicographic extension $\succ^{l e x}$ on tuples of some strict order $\succ$ is defined by $\left(t_{1}, \ldots, t_{n}\right) \succ^{l e x}\left(s_{1}, \ldots, s_{n}\right)$ if for some $1 \leq i \leq n$ we have $t_{i} \succ s_{i}$ and for all $1 \leq j<i$ it is the case that $t_{i}=s_{i}$. The multiset extension $\succ^{m u l}$ is defined by $M \succ^{m u l} N$ if $N \neq M$ and for all $n \in N \backslash M$ there exists an $m \in M \backslash N$ with $m \succ n$. A reduction ordering $\succ$ is a well-founded, transitive relation satisfying for all terms $t, s, l$, positions $p \in \operatorname{pos}(l)$ and substitutions $\sigma$ that whenever $s \succ t$ then $l[p / s \sigma] \succ l[p / t \sigma]$. For the purpose of this article, we are mainly interested in reduction orderings that are total on ground terms, possibly up to some congruence on the ground terms. Any (reduction) ordering $\succ$ on terms (atoms) can be extended to clauses in the following way. We consider clauses as multisets of occurrences of equations and atoms. The occurrence of an equation $s \approx t$ in the antecedent is identified with the multiset $\{\{s, t\}\}$, the occurrence of an atom $A$ in the antecedent is identified with the multiset $\{\{A, \top\}\}$, the occurrence of an equation in the succedent is identified with the multiset $\{\{s\},\{t\}\}$ and the occurrence of an atom in the succedent is identified with the multiset $\{\{A\},\{T\}\}$. We always assume that $T$ is the minimal constant with respect to $\succ$. Now we overload $\succ$ on literal occurrences to be the twofold multiset extension of $\succ$ on terms (atoms) and $\succ$ on clauses to be the multiset extension of $\succ$ on literal occurrences. If $\succ$ is well-founded (total) on terms (atoms), so are the multiset extensions on literals and clauses.

Observe that an occurrence of an equation $s \approx t$ (an atom) in the antecedent is strictly bigger than an occurrence of $s \approx t$ in the succedent. The atoms in the sort constraint will not be subject to ordering restrictions but will be processed by specific inference/reduction rules.

An antecedent or succedent occurrence of an equation $s \approx t$ (an atom $A$ ) is maximal in a clause $\Theta \| \Lambda \rightarrow \Pi$ if there is no occurrence of an equation or atom in $\Lambda \rightarrow \Pi$ that is strictly greater than the occurrence $s \approx t$ (the atom $A$ ) with respect to $\succ$. An antecedent or succedent occurrence of an equation $s \approx t$ is strictly maximal in a clause $\Theta \| \Lambda \rightarrow \Pi$ if there is no occurrence of an equation in $\Lambda \rightarrow \Pi$ that is greater or equal than the occurrence $s \approx t$ with respect to $\succ$. A clause $\Theta \| \Lambda \rightarrow \Pi, s \approx t$ (clause $\Theta \| \Lambda \rightarrow \Pi, A$ ) is reductive for the equation $s \approx t$ (the atom $A$ ), if $s \approx t$ (the atom $A$ ) is a strictly maximal

[^0]occurrence of an equation (atom) and $t \nsucc s$.
For the specific sort constraint approach introduced here, monadic Horn theories are of particular importance. Such theories provide a natural representation of sort/type information (see Section 2.3.2). A Horn clause is a clause with at most one positive literal. A monadic Horn theory is a set of Horn clauses where all occurring predicates are monadic. A declaration is a clause $S_{1}\left(x_{1}\right), \ldots, S_{n}\left(x_{n}\right) \rightarrow S(t)$ with $\left\{x_{1}, \ldots, x_{n}\right\} \subseteq \operatorname{vars}(t)$. It is called a term declaration if $t$ is not a variable and a subsort declaration otherwise. A subsort declaration is called trivial if $n=0$. A term $t$ is called shallow if $t$ is a variable or is of the form $f\left(x_{1}, \ldots, x_{n}\right)$ where the $x_{i}$ are not necessarily different variables. A term $t$ is called linear if every variable occurs at most once in $t$. It is called semi-linear if it is a variable or of the form $f\left(t_{1}, \ldots, t_{n}\right)$ such that every $t_{i}$ is semi-linear and whenever $\operatorname{vars}\left(t_{i}\right) \cap \operatorname{vars}\left(t_{j}\right) \neq \emptyset$ we have $t_{i}=t_{j}$ for all $i, j$. A term declaration is called shallow (linear, semi-linear) if $t$ is shallow (linear, semi-linear). Note that shallow term declarations don't include arbitrary ground terms. However, any ground term declaration can be equivalently represented, with respect to the minimal model semantics, by finitely many shallow term declarations. For example, the ground term declaration $\rightarrow S(f(a))$ can be represented by the shallow declarations $T(x) \rightarrow S(f(x)), \rightarrow T(a)$. A sort theory is a finite set of declarations. It is called shallow (linear, semi-linear) if all term declarations are shallow (linear, semi-linear).

A clause store is a multiset of clauses. A clause store collection is a multiset of clause stores. The inference and reduction rules discussed in this chapter operate on clauses occurring in a clause store of a clause store collection. There are inference rules

$$
\mathcal{I} \frac{\Theta_{1}\left\|\Gamma_{1} \rightarrow \Delta_{1} \quad \ldots \quad \Theta_{n}\right\| \Gamma_{n} \rightarrow \Delta_{n}}{\Psi \| \Pi \rightarrow \Lambda}
$$

reduction rules

$$
\mathcal{R} \xrightarrow[\Theta_{1}\left\|\Gamma_{1} \rightarrow \Delta_{1} \ldots \quad \Theta_{n}\right\| \Gamma_{n} \rightarrow \Delta_{n}]{\Psi_{1} \| \Pi_{1} \rightarrow \Lambda_{1}} \begin{gathered}
\vdots \\
\Psi_{k} \| \Pi_{k} \rightarrow \Lambda_{k}
\end{gathered}
$$

and splitting rules.

$$
\begin{array}{c|c}
\mathcal{S} \xrightarrow[c]{ } \Theta \| \Gamma \rightarrow \Delta \\
\hline \Psi_{1,1} \| \Pi_{1,1} \rightarrow \Lambda_{1,1} & \Psi_{1,2} \| \Pi_{1,2} \rightarrow \Lambda_{1,2} \\
\vdots & \\
\Psi_{n, 1} \| \Pi_{n, 1} \rightarrow \Lambda_{n, 1} & \Psi_{m, 2} \| \Pi_{m, 2} \rightarrow \Lambda_{m, 2}
\end{array}
$$

The clauses $\Theta_{i} \| \Gamma_{i} \rightarrow \Delta_{i}$ are called the parent clauses or premises of the splitting (reduction, inference) rule and the clauses $\Psi_{i(, j)} \| \Pi_{i(, j)} \rightarrow \Lambda_{i(, j)}$ the conclusions. A rule is applied to a clause store collection $P$ by selecting a clause store $N$ out of $P$ such that the premises of an inference (reduction, splitting) rule are contained in $N$. In this case, $N$ is called the current clause store. If an inference is performed, the conclusion of the inference is added to $N$. If a reduction is performed, the premises are replaced in $N$ by the conclusions. As a special case, if no conclusion is present, the premises are deleted from $N$. If a splitting rule is applied, the current store $N$ is replaced in $P$ by two stores

$$
\begin{aligned}
& N \backslash\{\Theta \| \Gamma \rightarrow \Delta\} \cup\left\{\Psi_{j, 1} \| \Pi_{j, 1} \rightarrow \Lambda_{j, 1} \mid 1 \leq j \leq n\right\} \\
& N \backslash\{\Theta \| \Gamma \rightarrow \Delta\} \cup\left\{\Psi_{j, 2} \| \Pi_{j, 2} \rightarrow \Lambda_{j, 2} \mid 1 \leq j \leq m\right\}
\end{aligned}
$$

One can think of more general splitting rules but the above schema is sufficient for a general understanding of the implementation consequences caused by such a rule and is actually implemented in SPASS (see Section 2.3.5). Semantically, clause stores represent conjunctions of their clauses whilst clause store collections represent disjunctions of their contained clause stores. So a clause store collection $P$ represents a disjunction (clause stores) of conjunctions (of universally quantified clauses) of disjunctions (of literals).

A clause store $N$ is saturated with respect to a set of inference and reduction rules (no splitting rules), if any conclusion of an inference rule application to $N$ yields a clause that can eventually be deleted by a sequence of reduction rule applications. This definition of saturation provides an operational point of view.

## Chapter 2

## SPASS

### 2.1 What This Chapter is (not) About

This article is about the design, the implementation and the use of Spass Version 2.0 [54], a saturationbased automated theorem prover for first-order logic with equality. Spass is unique due to the combination of the superposition calculus with specific inference/reduction rules for sorts (types) and a splitting rule for case analysis motivated by the $\beta$-rule of analytic tableau and the case analysis employed in the Davis-Putnam procedure [10]. Furthermore, Spass provides a sophisticated clause normal form translation [37, 38]. This chapter is not about completeness/soundness proofs for saturation-based first-order logic calculi. For this we refer to [4], [35] and the corresponding references in this article. Nevertheless, this documentation introduces a variety of inference/reduction rules that are implemented in SpASS and that form a basis for various first-order calculi.

At the heart of SPASS is a first-order calculus. It consists of inference rules that generate new clauses and reduction rules that reduce the number of clauses or transform clauses into simpler ones. In SpasS we introduced a great variety of clause set ${ }^{1}$ based inference and reduction rules that can be composed to various sound and complete first-order calculi. The clause store data structure together with such a calculus are the basis for most of today's theorem proving systems, like Otter, E or Vampire(see Appendix 2.7). Spass goes one step further by introducing a splitting rule that supports explicit case analysis. This generalizes the standard clause store based approach to a clause store collection ${ }^{2}$ approach where different clause stores represent the different cases. Therefore, the splitting rule introduces a second dimension in saturation-based automated theorem proving.

The third dimension we consider in SpASS are constraints, extra information attached to a clause restricting its semantics and/or usage with respect to the calculus. Well-known constraints are ordering constraints, forcing substituted terms to satisfy the attached ordering restrictions, basicness constraints, forbidding paramodulation inferences on certain terms in the clause, or type constraints guaranteeing that instantiations for variables conform to the attached type of the variable. From an abstract implementation point of view the handling of constraints is always the same. The information is attached to a clause, it is maintained during the inference/reduction application process and it is exploited by constraint specific algorithms/deduction mechanisms to restrict inferences/reductions or to even eventually delete a clause. We implemented sort constraints, specific type constraints for variables where the type (sort) theory is itself expressed by clauses.

A software project like SPASS is always a compromise between different goals like maintainability, efficiency, flexibility, readability, short development time, modularity, etc. For Spass, the most important goals are maintainability, flexibility, readability and modularity of the design (code). This does not mean that SPASS is inefficient, but whenever there is a conflict between efficiency and, e.g., a modular design, we prefer the latter. Best evidence that Spass really meets its design goals is the fact that its code is used by several research groups as a basis for code development and that the project has at the time of this

[^1]writing run successfully for eight years. We also view this prover as a tool(box), so even for users that don't want to spend effort in implementation work it offers great flexibility, rich documentation and a number of indispensable extra tools like syntax translators or a proof checker.

We believe that a sophisticated calculus, a "good theory", has the highest impact on the performance of a prover. Therefore, we won't study the implementation of provers at the level of data structures, object hierarchies or module design. Instead, we will discuss the needs for an efficient implementation of the various inference/reduction rules and the impacts that the top-level search algorithms have on an actual implementation. This together with a specific design goal decision can then lead to a design concept for a real prover like SPASS.

Heuristics are also not in focus of SPASS, although they can play an important rôle in automated theorem proving. For example, the heuristic that chooses the next clause for inferences inside a typical "main loop" of a saturation based prover (see Table 2.1 on page 12) can have a great impact on the success/nonsuccess of a search attempt for a proof. However, it is the nature of heuristics that they are sometimes useful and sometimes make things even worse. In the context of automated theorem proving, it is often not predictable what will be the case as long as we don't restrict our attention to specific problems (problem classes). Therefore again, the main focus of SPASS is on inference/simplification/reduction techniques. For these techniques we know, e.g., that they can be composed to decision procedures for a variety of syntactically identifiable subclasses of first-order logic [5, 34, 27, 53]. Our level of abstraction is often lower compared to papers that solely are concerned with theory, because we want to emphasize on the implementation relevant aspects of inference/simplification/reduction techniques. Hence, we always refrain from "more elegant" formulations in order to make the consequences for an (efficient) implementation more explicit.

The design concepts introduced in Spass and discussed here are not necessarily original contributions of the author. For example, the combination of saturation and splitting is original, but the use of indexing techniques [22] is a widely used method. Many of the design ideas introduced in SpASS are "common knowledge" among the developers of first-order saturation based theorem provers and are regularly discussed among these. Thus it is hard to say where the origin of some idea comes from and I refer to my colleagues listed in the acknowledgments.

In this chapter I frequently use the notion in practice to argue for design decisions. This refers to the problem domains we have been interested in so far: Problems resulting from the analysis/verification of software [16], from the area of automatic type inference [17, 8], from the analysis of security protocols [24, 53], planning problems [29], modal logic problems [26], and problems from the TPTP problem library [48]. If we say that some technique/design/calculus is preferred over some other technique/design/calculus in practice, this is always meant with respect to the above mentioned problem domains.

SpASS is freely available from the SpASS homepage at

## http://spass.mpi-sb.mpg.de/

After a section on notation and notions (Chapter 1), an introduction to major design aspects of saturationbased provers (Section 2.2), we discuss the inference/reduction rules (Section 2.3) of Spass. For each rule we provide a formal definition and explain specific aspects of its pragmatics and implementation. In Section 2.4 we evolve the global design of a prover from all these rules. Finally, the appendix establishes links between all mentioned design concepts, inference/reduction rules and the user interface of SpasS as well as its source code.

### 2.2 A First Simple Prover

In this section, we discuss the implementation of a simple resolution based calculus. Although the calculi implemented by SPASS are much more sophisticated than the simple resolution calculus considered here, some important design decisions can already be explained on the basis of such a simple example. The resolution calculus consists of the inference rules resolution, factoring and the reduction rules subsumption deletion and tautology deletion

Resolution

$$
\mathcal{I} \frac{\Gamma_{1}, A \rightarrow \Delta_{1} \quad \Gamma_{2} \rightarrow \Delta_{2}, B}{\left(\Gamma_{1}, \Gamma_{2} \rightarrow \Delta_{1}, \Delta_{2}\right) \sigma}
$$

Subsumption Deletion

$$
\mathcal{R} \frac{\Gamma_{1} \rightarrow \Delta_{1} \Gamma_{2} \rightarrow \Delta_{2}}{\Gamma_{1} \rightarrow \Delta_{1}}
$$

Factoring Right

$$
\mathcal{I} \frac{\Gamma \rightarrow \Delta, A, B}{(\Gamma \rightarrow \Delta, A) \sigma}
$$

Factoring Left
$\mathcal{I} \frac{\Gamma, A, B \rightarrow \Delta}{(\Gamma, A \rightarrow \Delta) \sigma}$

Tautology Deletion

$$
\mathcal{R} \xrightarrow{\Gamma, A \rightarrow \Delta, A}
$$

where $\sigma$ is a most general unifier (mgu) of the atoms $A$ and $B$ for the rules resolution, factoring and in order to apply subsumption, the clause $\Gamma_{1} \rightarrow \Delta_{1}$ must subsume the clause $\Gamma_{2} \rightarrow \Delta_{2}$.

For the resolution rule to be complete, it is required that the parent clauses $\Gamma_{1}, A \rightarrow \Delta_{1}$ and $\Gamma_{2} \rightarrow$ $\Delta_{2}, B$ have no variables in common. Actual implementations of the rule satisfy this requirement in different ways. They all have in common that variables are represented by (natural) numbers, so this is our assumption for the rest of this paragraph. The first solution explicitely renames the clauses such that they have no variables in common. The second solution accepts clauses that share variables, but when running the unification algorithm the variables are separated by adding an offset to the variables of one clause. ${ }^{3}$ A typical offset is the value of the maximal, with respect to number greater, variable of the other clause. The third solution also accepts clauses that share variables and solves the problem by employing two substitutions, one for each clause. This requires some modifications to the standard unification algorithms, because the terms of the different atoms need to be explicitely separated. This is the solution implemented in Spass. In order to test applicability of the resolution rule, it is sufficient to explicitely or implicitly rename the variables of the considered atoms, not the overall clause.

For the factoring rule there is an extra variant for positive (Factoring Right) and negative literals (Factoring Left). We could have presented both variants in one rule, by denoting clauses as disjunctions of literals. However, our representation is closer to the implementation of the rule. All clause data structures used in well-known provers explicitely separate positive from negative literals. The reason is efficiency and already becomes obvious for factoring: Whenever we search for a partner literal for a positive literal it does not make sense to consider negative literals at all. Similar situations arise for other inference/reduction rules. Therefore, the decision in this article is always to distinguish positive and negative literals when presenting inference/reduction rules.

Now let us compose the inference/reduction rules to an actual prover. The input of the prover is a clause store containing clauses without equality and the output on termination is a proof or a saturated clause store. The above resolution calculus is complete, so we also want our search procedure to be complete in the sense that if resources don't matter and our procedure is called with an unsatisfiable clause store then it will eventually find a proof (the empty clause). In order to achieve this goal, we have to guarantee that the considered clause set is saturated in the limit. This includes that all inferences between clauses have been performed. An easy way to remember which inferences have already been performed is to split the input clause store in a set Wo of clauses (Worked off clauses) where all inferences between clauses in this set already took place and a set $U s$ of clauses (Usable clauses) which still have to be considered for inferences. Then a main loop iteration of the prover consists of selecting a clause from the Us set, moving it to the Wo set and then adding all inferences between the selected clause and the clauses in Wo to the $U s$ set. If the selection is fair, i.e., no clause stays arbitrarily long in the $U s$ set without being selected, this results in a complete procedure. It remains to build reductions into this loop. The idea for this loop is due to the Otter theorem prover and its predecessors [32].

The reduction rules tautology deletion and subsumption deletion decrease the number of clauses in the clause store while the inference rules increase the number of clauses. Hence, exhaustive application of the reduction rules terminates and produces smaller clause stores. In practice, small clause sets are preferred over large ones, hence reductions are preferred over inferences. This consideration together with the idea of the main-loop introduced above leads to ResolutionProver1 depicted in Table 2.1. Note that subsumption

[^2]```
ResolutionProver1(N)
    Wo : \(\quad\) ø;
    Us := taut(sub(N));
    While \((U s \neq \emptyset\) and \(\square \notin U s) \quad\{\)
        (Given, Us):= choose(Us);
        Wo \(\quad:=W o \cup\{\) Given \(\}\);
        New \(:=\operatorname{res}(\) Given, \(W o) \cup f a c(\) Given \()\);
        New \(\quad:=\operatorname{taut}(\operatorname{sub}(\) New \()\) );
        New \(:=\operatorname{sub}(\operatorname{sub}(N e w, W o), U s)\);
        Wo := sub(Wo,New);
        Us \(\quad:=\operatorname{sub}(U s, N e w) \cup\) New;
    \}
    If \((U s=\emptyset)\) then print "Completion Found";
    If ( \(\square \in U s\) ) then print "Proof Found";
```

Table 2.1: A First Resolution Based Prover
and tautology deletion are independent in the sense that once all tautologies have been removed, subsumption does not generate new tautologies. Analyzing such dependencies between reductions is one key for an efficient implementation.

For the description of theorem proving procedures we use the following abbreviations: $f a c(C)$ is the set of all factoring inference conclusions (left and right) from the clause $C, \operatorname{res}(C, D)$ is the set of all resolution inference conclusions between two clauses $C$ and $D, \operatorname{taut}(N)$ is the set $N$ after exhaustive application of tautology deletion and $\operatorname{sub}(N, M)$ is the set of all clauses from $N$ that are not subsumed by a clause in $M$. We overload $s u b$ for one argument, where $\operatorname{sub}(N)$ denotes the set $N$ after exhaustive application of subsumption deletion to the clauses in $N$. We overload res by defining res $(C, N)$ to be the set of all resolution inferences between the clause $C$ and a clause in $N$. The function choose selects and removes a clause from its argument clause store and returns the selected clause as well as the updated argument clause store.

As already motivated, the procedure ResolutionProver1 operates on two clause stores: Wo and Us. The store $W o$ holds all clauses that have already been selected for inferences, while the store $U s$ contains all candidate clauses to generate inferences. The prover ResolutionProver1 is called with a finite clause store $N$ and tests those for unsatisfiability. Lines 2 and 3 initialize the sets $W o$ and $U s$. Note that $U s$ is not initialized with $N$, but its completely inter-reduced equivalent. This step is called input reduction. The search for the empty clause (a saturation) is implemented by the lines $4-12$. The while-loop starting at line 4 terminates if the empty clause is found or the set $U s$ is empty. We will argue below that this implies that the set $W o$ is saturated. If $U s$ is not empty and the body of the while-loop is entered, the function choose selects at line 5 a clause out of the usable set. The function is fair, if no clause stays in Us for an infinite number of iterations through the while loop. A widely used, fair implementation (heuristic) of choose is to select a lightest clause that is a clause of smallest size. This selection function is fair, because there are only finitely many different clauses with respect to subsumption having less than $k$ symbols, for any constant $k .{ }^{4}$ Many refinements of the choose function are possible: using different weights for variable and signature symbols, preferring clauses with more/fewer variables, preferring clauses that contain certain atoms/term structures or considering in addition the depth of a clause in the search space. The depth of a clause in the search space is zero for all input clauses and every conclusion of an inference has the maximal

[^3]depth of their parent clauses plus one. Many provers use a combination of weight and depth selection, e.g., choosing four times clauses by minimal weight and every fifth time by minimal depth. This combination again goes back to Otter where the ratio can be controlled by the pick-given ratio parameter. The parameter is also available in Spass.

Then the clause Given is selected, removed from Us and added to Wo (lines 5, 6). Next (line 7) all resolution inference conclusions between Given and Wo and all factoring inference conclusions from Given are stored in New. Note that since Given is already contained in Wo these inferences include self resolution inferences. The clauses generated so far are called derived clauses. The lines 8-11 are devoted to reduction. First, all tautologies and subsumed clauses are removed from New. Then all clauses that are subsumed by a clause in Wo or Us are deleted from New. This operation is called forward subsumption. Clauses remaining in New are then used for backward subsumption, the subsumption of clauses in the sets $W o$ and $U s$ by clauses from New. Finally, the clauses from New are added to Us. These clauses are usually called kept clauses.

There are two invariants that hold each time line 4 is executed:

- Any resolution inference conclusion from two clauses in $W o$ (factoring inference conclusion from a clause in $W o$ ) is either contained in $W o, U s$ or is subsumed by a clause in $W o, U s$ or is a tautology.
- The sets $W o$ and $U s$ are completely inter-reduced:
$W o \cup U s=\operatorname{taut}(W o \cup U s) \quad$ and
$W o \cup U s=\operatorname{sub}(W o \cup U s)$.
A consequence of these invariants to hold is that if the procedure stops then the set Wo is saturated. Furthermore, if the function choose is fair, then the ResolutionProverl is complete.

In case that for the set $N$ a satisfiable subset $N^{\prime}$ is known, e.g., if the clauses represent a proof attempt of a conjecture with respect to some theory that is known to be satisfiable, we could also initialize the sets by $W o:=N^{\prime}$ and $U s:=\left(N \backslash N^{\prime}\right)$, obtaining the so called set of support (SOS) strategy [55]. The SOS strategy preserves completeness.

Many other saturation based provers (e.g., Otter, SPASS, Waldmeister, see Appendix 2.7) have a search algorithm based on two sets of clauses. ${ }^{5}$ SPASS implements ResolutionProver1 on a Unix system by the shell invocation
SPASS -Auto=0 -ISRe -ISFc -RTaut -RFSub -RBSub <file>
where the option -Auto $=0$ turns off the automatic mode of Spass. In this mode Spass decides on the basis of the input problem the set of inference and reduction rules. If the automatic mode is turned off, no inference/reduction rules are activated. All options starting with an I (de)activate inference rules, options starting with an $R$ (de)activate reduction rules. So the above call to SpasS activates the inference rules standard resolution ( - ISRe), standard factoring ( - ISFC) and the reduction rules tautology deletion (-RTaut), forward subsumption(-RFSub) and backward subsumption (-RBSub). An inference/reduction rule option is activated by setting it to 1 (the default) and deactivated by setting it to 0 . For further details consider Appendix 2.5.

For example, we simulate a run of ResolutionProver1 on the clauses

$$
\begin{aligned}
\text { 1: } & & \rightarrow P(f(a)) \\
\text { 2: } & P(f(x)) & \rightarrow P(x) \\
\text { 3: } & P(f(a)), P(f(x)) & \rightarrow
\end{aligned}
$$

shown in Table 2.2. For each while-loop iteration, we show the content of the $W o$ and $U s$ set at line 4, the selected Given clause and the content of New before execution of line 8. Newly generated clauses are printed in full detail while we refer to a clause in the sets $W o$ and $U s$ only by its unique clause number. The function choose selects lightest clauses.

Every box in Table 2.2 represents one while-loop iteration. For newly generated clauses we also show the applied inference rule and parent clauses/literals. Here Res indicates a resolution inference, Fac a factoring inference and the notion $n . m$ refers to literal $m$ of clause $n$. So, for example, clause 7 is generated

[^4]

Table 2.2: A Run of ResolutionProver1

```
1 ResolutionProver2 ( \(N\) )
    Wo := \(\quad\);
    Us \(\quad:=\operatorname{taut}(\operatorname{sub}(N))\);
    While (Us \(\neq \emptyset\) and \(\square \notin U s) \quad\{\)
        (Given, Us): \(=\) choose (Us);
        if \((\operatorname{sub}(\{\) Given \(\}, W o) \neq \emptyset) \quad\{\)
            Wo \(\quad:=\operatorname{sub}(W o,\{\) Given \(\})\);
            Wo \(:=W o \cup\{\) Given \(\}\);
            New \(\quad:=\operatorname{res}(\) Given, Wo \() \cup\) fac (Given \()\);
            New \(\quad:=\operatorname{taut}(\operatorname{sub}(N e w))\);
            New \(\quad:=\operatorname{sub}(N e w, W o)\);
            Us \(:=U s \cup N e w ;\)
        \}
    \}
    If \((U s=\emptyset)\) then print "Completion Found";
    If ( \(\square \in U s)\) then print "Proof Found";
```

Table 2.3: A Second Resolution Based Prover
by a resolution inference between the first literal of clause 1 and the second literal of clause 3 where literals are counted from left to right. Iteration 4 shows already some common phenomena of saturation based calculi. First, these calculi are typically redundant in the sense that the very same clause can be generated in various, different ways. For example, clause 7 and clause 10 are logically identical, although the former is generated by a resolution inference while the latter is the result of a factoring application. As a consequence, subsumption is indispensable for saturation based calculi to cut down the number of kept clauses. The situation gets even more dramatic in the context of equality, where a single loop iteration can already cause an explosion in the number of newly generated clauses. This will be discussed in more detail in Section 2.3. Coming back to our run, note that in the reduction part of while-loop iteration 4, the clauses $2,3,5,7-10$ are all subsumed by clause 6 . Second, even for this simple example, it happened that the selection of the Given clause is not always unique when choosing lightest clauses. During iteration 4, the clauses 3 and 5 have both size 6 , but choosing clause 5 instead of clause 3 would have caused an additional while loop iteration before the empty clause is derived. Of course, the function choose could be refined and we will in fact discuss such refinements, but in practice it happens (and must happen) frequently that several clauses have the same precedence with respect to choose. Then selecting the right clause (by accident) can enable a prover to find a proof where it gets lost in the search space by selecting a different one. This phenomenon is common to all theorem provers and can be observed at the yearly CADE CASC system competitions (e.g., see [49]), where the performance of provers varies depending on the ordering of the input problem clauses.

If ResolutionProver 1 is ran on non-trivial examples, the $U s$ set rapidly gets much larger than the $W o$ set. It easily happens that after some iterations the size increases by a factor of 1000 . In particular, it is common in the context of problems containing equality. Therefore, at least with respect to the number of clauses that have to be considered, the subsumption tests with respect to the $U s$ set are the most expensive parts of the algorithm. Typical runs of ResolutionProver1 show a behavior where more than $95 \%$ of the overall time is spent for subsumption checks. This motivates the design of ResolutionProver2 shown in Table 2.3.

ResolutionProver2 ( $N$ ) does not perform any subsumption tests with respect to the Us set and back subsumption is only performed with respect to the actually selected given clause. The two invariants for ResolutionProver2 are

- Any resolution inference conclusion from two clauses in $W o$ (factoring inference conclusion from a clause in $W o$ ) is either contained in $W o, U s$ or is subsumed by a clause in $W o$ or is a tautology.
- The set $W o$ is completely inter-reduced:
$W o=\operatorname{taut}(W o) \quad$ and
$W o=\operatorname{sub}(W o)$.
These two invariants are still strong enough to guarantee that if the while loop terminates, the $W o$ set is saturated. Note that although New is always reduced with respect to $W o$ at line 11, the set $U s$ is in general not reduced with respect to $W o$, i.e., $U s \neq \operatorname{sub}(U s, W o)$.

If we assume that choose selects light clauses there is a further motivation to leave out subsumption tests with respect to the $U s$ set. If a clause $C$ subsumes a clause $D$, then $\operatorname{size}(C) \leq \operatorname{size}(D)$. So small clauses have a higher probability to subsume other clauses than larger clauses. Therefore, because we always select the lightest given clause, the hope is that not too many clauses that could have been subsumed stay in the Us set. In practice, ResolutionProver 2 saves about $10 \%$ of the time spent for reductions (subsumption) compared to ResolutionProver1. For the simple resolution calculus we studied so far, ResolutionProver 2 is mostly in favor of ResolutionProverl when run in practice. As soon as our reduction techniques include rules that produce lighter clauses (see Section 2.3) the choice is no longer obvious in general. There are examples where an overall interreduction easily yields the empty clause, but for a ResolutionProver 2 style algorithm sophisticated heuristics are needed to still find a proof.

Running ResolutionProver 2 on the example clause store, the result is similar to the run of ResolutionProverl (Table 2.2). The first three iterations are identical, but at iteration 4, the clauses 2, 3, 5, 7-10 are not subsumed but stay in their respective sets. Then, in iteration 5 , where clause 6 is selected as given clause, the clauses 2, 3 are removed from the Wo set (line 7 of ResolutionProver2, Table 2.3) and the empty clause is derived.
Spass implements ResolutionProver2 by the call

```
SPASS -Auto=0 -FullRed=0 -ISRe -ISFc -RTaut -RFSub -RBSub <file>
```

where the option - Full Red $=0$ deactivates reduction with respect to the $U s$ set and modifies the algorithm accordingly. For further details consider Appendix 2.5.

There are many possible alternatives, variations, refinements for the two loops suggested here. Let us discuss some aspects. First, concerning factoring, any clause store can be finitely saturated with respect to factoring, since a factor has strictly fewer literals than its parent. So one could get the idea to keep the Wo set always saturated with respect to factoring. The disadvantage of this approach is that the number of factors that can be generated out of one clause grows worst case exponentially in the number of literals. The prover Bliksem allows a user to prefer factors (see Appendix 2.7).

Second, concerning resolution and the selection of the given clause, we could also a priori built for each loop iteration all one step resolvents between the clauses in the $U s$ set and between one parent from the $U s$ set and one parent from the Wo set. Then instead of picking a Given clause, we pick one resolvent, use it for (back and/or forward) reduction and finally add it to the Wo set. This approach results in a more fine grained development of the search space. This design for a proof search is closely related to clause graph resolution [15].

Third, on the implementation side, if we once decide to implement ResolutionProver2, the only information we need for the clauses in $U s$ are their properties with respect to the choose function and how these clauses can be generated. For all clauses except the input clauses it suffices to store references for the parents and the used inference. This way it is possible to store all $U s$ clauses in a compact way. In practice constant space suffices for any clause. This dramatically decreases memory consumption and results in an extra speed up. The necessary regeneration of clauses once they are selected, plays no rôle concerning performance. The Waldmeister prover follows this approach. Fourth, another way to keep the $U s$ set small is to throw away clauses with respect to certain weight or complexity restrictions on the newly generated clauses. Either these clauses are just thrown away resulting in an incomplete procedure, this is supported
by Otter, SpasS and Vampire (see Appendix 2.7), or the restrictions can be set in a way such that only finitely many clauses can pass the restriction test and once the search results in such a saturated set, the restrictions are adjusted and the search is restarted. This design is supported by Bliksem, SPASS and Fiesta. In Spass the resource restriction strategy is controlled by the flags Boundmode specifying the resource type where 0 means no resource restriction, 1 means clause size restriction and 2 means clause depth restriction, the flag BoundStart specifying the initial start value to restrict the selected resource type and BoundLoops determines how often a saturation caused by resource restrictions is restarted with adjusted restrictions. So the call

$$
\text { SPASS -BoundMode }=1 \text {-BoundStart }=5 \text {-BoundLoops }=3 \text { <file }\rangle
$$

causes Spass to throw away all clauses that have a weight greater 5. If this leads to an empty Us set without finding the empty clause, the bound is increased to the smallest size greater 5 that caused a clause to be deleted. This process is repeated at most 3 times, then any weight restrictions are discarded. Such an exploration of the search space can be particularly useful in the context of unit equational problems.

### 2.3 Inference and Reduction Rules

In this section we describe a variety of inference/reduction rules. For every rule, we start with a formal definition of the rule and then, if necessary, discuss aspects of its pragmatics, complexity, interaction with other rules or design concepts and its implementation and usage. Some rules are stated in a general, possibly non-effective form (e.g., see the conflict rule, Definition 2.3.19). In this case we also discuss effective instantiations. The rules don't form a particular calculus, instead several well-known calculi can be implemented by forming appropriate groups of rules. An example is the simple resolution calculus considered in Section 2.2.

Many reduction rules can be simulated by one or several inference rule applications followed by a (trivial) subsumption step. As long as the inference rule set is complete this observation is not too surprising, since we require all our rules to be sound. So one might think that the sophisticated reduction machinery introduced in this section is not really necessary but just a waste of resources when implemented. However, it is just the other way round. Reduction rules always lead to "simpler" clause stores by deleting some clause or by replacing a clause by a "simpler" one. This often ensures the termination of exhaustive application of (groups of) such rules and enables application of these rules to all clauses. Therefore, in the context of an implementation, reduction rules cannot be simulated by inference rule applications since those don't terminate when applied exhaustively. Inference rules are only applied to some selected Given clause. Reduction rules should be viewed as restricted inference rules that eventually lead to simpler clause stores and help to explore the "easy" parts of the search space (problem). They replace search space exploration by (efficient) calculation. In fact, some of the reduction rules introduced in this section are motivated by decidability results for various first-order logic fragments.

### 2.3.1 Reduction Orderings

For many of the inference/reduction rules defined in the sequel, maximality restrictions on literals, terms play an important rôle. The two most popular orderings are the Knuth-Bendix ordering (KBO) [30, 39] and the recursive path ordering with status (RPOS) [11]. For a broad introduction to orderings, consider the article by [12] and the more recent book by [2]. The definitions below differ in some details from other definitions found in the literature, but reflect implementation experience.

Nearly all orderings used in todays provers are variations of the KBO and the RPOS. In particular, weaker versions the orderings are often used. For example, purely weight based orderings or variants of the RPOS without recursive consideration of subterms. These weaker versions have the advantage of cheaper computation and when used to restrict inference rules (see Section 2.3.3) of a broader exploration of the search space. This can be useful for the search of short proofs. We describe KBO and RPOS exactly the way they are implemented in Spass.

Let $>$ be a strict order on the set of signature symbols (functions, predicates), called a precedence. Let weight be a mapping from the set of signature symbols into the non-negative integers. We call a weight
function admissible for some precedence if for every unary function symbol $f$ with weight $(f)=0$, the function $f$ is maximal in the precedence, i.e., $f \geq g$ for all other function symbols $g$. The function weight is extended to a weight function for terms (atoms) as follows: (i) if $t$ is a variable, then weight $(t)=k$, where $k$ is the minimum weight of any constant and (ii) if $t=f\left(t_{1}, \ldots, t_{n}\right)$, then weight $(t)=\operatorname{weight}(f)+$ $\sum_{i}$ weight $\left(t_{i}\right)$. Let occ be a function returning the number of occurrences $o c c(s, t)$ of a term $s$ in a term $t$, defined by $o c c(s, t)=\left|\left\{p \in \operatorname{pos}(t)|t|_{p}=s\right\}\right|$ and let status be a mapping from the signature symbols to the set $\{l e f t$, right,$m u l\}$.

## Definition 2.3.1 (KBO)

If $t, s$ are terms, then $t \succ_{k b o} s$ if $\operatorname{occ}(x, t) \geq \operatorname{occ}(x, s)$ for every variable $x \in(\operatorname{vars}(t) \cup \operatorname{vars}(s))$ and
(1) weight $(t)>$ weight $(s)$ or
(2) $\operatorname{weight}(t)=w e i g h t(s)$ and $t=f\left(t_{1}, \ldots, t_{k}\right)$ and $s=g\left(s_{1}, \ldots, s_{l}\right)$ and
(2a) $f>g$ in the precedence or
(2b) $f=g$ and
(2b1) status $(f)=$ left and $\left(t_{1}, \ldots, t_{k}\right) \succ_{k b o}^{l e x}\left(s_{1}, \ldots, s_{l}\right)$ or
(2b2) status $(f)=$ right and $\left(t_{k}, t_{k-1}, \ldots, t_{1}\right) \succ_{k b o}^{l e x}\left(s_{l}, s_{l-1}, \ldots, s_{1}\right)$
Note that in case (2b) the condition $f=g$ implies $k=l$. Multiset status for function symbols can also be defined but does not pay off in practice for the KBO. If the weight function is admissible for the precedence, then the KBO is a reduction ordering [2]. If the precedence $>$ is total, then the KBO is total on ground terms (atoms). For some finite set of signature symbols ${ }^{6}$ and two terms $s, t$ with $s \succ_{k b o} t$, there are finitely many terms $s^{\prime}$ with $s \succ_{k b o} s^{\prime} \succ_{k b o} t$.

The motivation to consider unary function symbols with weight zero comes in particular from group theory. The standard group axioms can be turned into a convergent system [2] using the KBO with precedence $i>f>e$ and weights weight $(i)=0$, weight $(f)=\operatorname{weight}(e)=1$ where $i$ is the inverse function, $f$ denotes group multiplication and $e$ represents the neutral element. During the saturation (completion) process it is crucial to orient the derived equation $i(f(x, y)) \approx f(i(y), i(x))$ from left to right, for otherwise the saturation process won't terminate. The only way to achieve $i(f(x, y)) \succ f(i(y), i(x))$ is to assign weight 0 to the function symbol $i$.

Implementation of the KBO can be done straightforward from the definition. For the RPOS we also assume $>$ to be a strict order (precedence) on the set of signature symbols (functions, predicates).

## Definition 2.3.2 (RPOS)

If $t, s$ are terms, then $t \succ_{\text {rpos }} s$ if
(1) $s \in \operatorname{vars}(t)$ and $t \neq s$ or
(2) $t=f\left(t_{1}, \ldots, t_{k}\right)$ and $s=g\left(s_{1}, \ldots, s_{l}\right)$ and
(2a) $t_{i} \succeq_{\text {rpos }} s$ for some $1 \leq i \leq k$ or
(2b) $f>g$ and $t \succ_{\text {rpos }} s_{j}$ for all $1 \leq j \leq l$ or
(2c) $f=g$ and
(2c1) status $(f)=$ left and $\left(t_{1}, \ldots, t_{k}\right) \succ_{\text {rpos }}^{\text {lex }}\left(s_{1}, \ldots, s_{l}\right)$ and $t \succ_{\text {rpos }} s_{j}$ for all $1 \leq j \leq l$ or
(2c2) $\operatorname{status}(f)=$ right and $\left(t_{k}, t_{k-1}, \ldots, t_{1}\right) \succ_{\text {rpos }}^{l e x}\left(s_{l}, s_{l-1}, \ldots, s_{1}\right)$ and $t \succ_{\text {rpos }} s_{j}$ for all $1 \leq j \leq l$ or
(2c3) status $(f)=m u l$ and $\left\{t_{1}, \ldots, t_{k}\right\} \succ_{\text {rpos }}^{\text {mul }}\left\{s_{1}, \ldots, s_{l}\right\}$

[^5]The RPOS is a reduction ordering as well and if the precedence $>$ is total RPOS is also total on ground terms (atoms), up to the congruence relation $=_{m u l}$ generated from the symbols with multiset status. If $f$ is a function symbol with $\operatorname{status}(f)=m u l$ then $f\left(t_{1}, \ldots, t_{n}\right)={ }_{\text {mul }} f\left(s_{1}, \ldots, s_{n}\right)$ if $\left\{t_{1}, \ldots, t_{n}\right\}={ }_{\text {mul }}^{\text {mul }}$ $\left\{s_{1}, \ldots, s_{n}\right\}$, for example $f(a, f(a, b))={ }_{\text {mul }} f(f(b, a), a)$. Even for some finite set of signature symbols and two terms $s, t$ with $s \succ_{\text {rpos }} t$, there are in general infinitely many terms $s^{\prime}$ with $s \succ_{\text {rpos }} s^{\prime} \succ_{\text {rpos }} t$.

The RPOS can for example be used to orient distributivity the "right way". If $f>g$, then the equation $f(x, g(y, z)) \approx g(f(x, y), f(x, z))$ is oriented by RPOS from left to right. Note that KBO cannot orient the equation from left to right, because the right hand side has one more occurrence of the variable $x$.

Given a specific theorem proving problem, the relevant signature is finite and fixed. In this case it can be useful to further refine an ordering by defining $t \succ s$ if $t \sigma \succ s \sigma$ for all ground substitutions $\sigma$ where $(\operatorname{vars}(t) \cup \operatorname{vars}(s)) \subseteq \operatorname{dom}(\sigma)$. Following this idea, RPOS can be instantiated to an ordering that totally orders all atoms by predicate symbols and only in second place considers possible argument terms, independently from variable occurrences! This can be achieved by making all (some) predicate symbols larger in the precedence than all function symbols. For example, with respect to the above suggested lifting and a signature with predicate symbols $P, Q$ and function symbols $f, a$ where $P>Q>f>a$ it holds that $P(x) \succ_{\text {rpos }} Q(f(x, y))$ because $P$ is greater in the precedence than $Q, f, a$ and hence any ground term that can be substituted for $x$ or $y$. Predicates can be declared to be superior over function symbols, by a declaration
set_DomPred (<predicate sequence $>$ ).
in the SPASS settings section of an input file [23]. Such an application of RPOS can, e.g., be useful to make literals built from newly introduced formula renaming predicates minimal. This prevents the generation of the standard CNF via ordered resolution [38].

Straightforward recursive implementation of RPOS following the definition results in an algorithm with worst case exponential complexity. Using a dynamic programming idea, a polynomial algorithm can be devised [45]. However, in practice, it turns out that the straightforward implementation is superior to the dynamic programming approach, if the following filter is added. Whenever we test $t \succ_{\text {rpos }} s$ for two terms $s, t$, we first check $\operatorname{vars}(s) \subseteq \operatorname{vars}(t)$.

### 2.3.2 Sorts

The motivation for sorts comes from programming languages, where one likes to catch as many errors at compile time as possible. For example, if the addition function is only defined for number sorts (types) but used in a program with a list type, the compiler can complain about such a statement by exploiting the sort information. Of course, the sort checking must be tractable, i.e., it should at least be decidable and/or show acceptable performance for real world programs. A prerequisite for the sort information to be checked at compile time, is that the sort information is separated from the program and it is typically included in an extra declaration part.

Here we generalize this situation. The sort information is not separated from the first-order problem as, e.g., done in algebraic specification languages, but part of the problem itself. Therefore, we cannot check sort information at compile time, after or while reading the problem. Instead the sort information is used at run time, during proof search, to detect ill-sorted and therefore redundant clauses and to simplify the sort information contained in the clauses by specific algorithms. These algorithms exploit the sort information in a much more efficient way than their standard first-order reduction rule counterparts.

Sorts are activated in SPASS by the -Sorts option. If SPASS is called with option -Sorts=1 all negative monadic literals with a variable argument are considered for the initial sort constraints, whereas -Sorts=2 causes SPASS to consider all negative monadic literals for the initial sort constraints. The latter choice can affect completeness, because of the basicness restriction on the sort constraint.

## Definition 2.3.3 (Sort Constraint Resolution)

The inference

$$
\mathcal{I} \frac{T_{1}(t), \ldots, T_{n}(t), \Psi\left\|\Gamma \rightarrow \Delta \quad \Theta_{i}\right\| \Gamma_{i} \rightarrow \Delta_{i}, T_{i}\left(s_{i}\right) \quad(1 \leq i \leq n)}{\left(\Theta_{1}, \ldots, \Theta_{n}, \Psi \| \Gamma_{1}, \ldots, \Gamma_{n}, \Gamma \rightarrow \Delta_{1}, \ldots, \Delta_{n}, \Delta\right) \sigma}
$$

where (i) $\sigma$ is the simultaneous mgu of $t, s_{1}, \ldots, s_{n}$, (ii) $t$ is a non-variable term and there is no further literal $S(t) \in \Psi$, (iii) all $\Theta_{i}$ are solved, (iv) all $T_{i}\left(s_{i}\right) \sigma$ are reductive for $\left(\Theta_{i} \| \Gamma_{i} \rightarrow \Delta_{i}, T_{i}\left(s_{i}\right)\right) \sigma$ is a sort constraint resolution inference.

Sort constraint resolution is a hyper resolution (see Definition 2.3.14) like inference rule. It simulates the rule weakening of sorted unification [52] on the relativization of sorted variables represented by the sort constraint. Sort constraint resolution is activated by the -ISOR option.

## Definition 2.3.4 (Empty Sort)

The inference

$$
\mathcal{I} \frac{T_{1}(x), \ldots, T_{n}(x), \Psi\left\|\Gamma \rightarrow \Delta \quad \Theta_{i}\right\| \Gamma_{i} \rightarrow \Delta_{i}, T_{i}\left(s_{i}\right) \quad(1 \leq i \leq n)}{\left(\Theta_{1}, \ldots, \Theta_{n}, \Psi \| \Gamma_{1}, \ldots, \Gamma_{n}, \Gamma \rightarrow \Delta_{1}, \ldots, \Delta_{n}, \Delta\right) \sigma}
$$

where (i) $\sigma$ is the simultaneous mgu of $s_{1}, \ldots, s_{n}$, (ii) $x \notin \operatorname{vars}(\Gamma \cup \Delta \cup \Psi)$ and no non-variable term occurs in $\Psi$, (iii) all $\Theta_{i}$ are solved, (iv) all $T_{i}\left(s_{i}\right) \sigma$ are reductive for $\left(\Theta_{i} \| \Gamma_{i} \rightarrow \Delta_{i}, T_{i}\left(s_{i}\right)\right) \sigma$ is an empty sort inference.

Empty sort is similar to sort resolution and, in fact, in some of our papers (e.g., [27]) we unified both rules into one inference rule. For the purpose of the decidability results presented in these papers this is appropriate. It makes sense to distinguish these rules, because the eventual success of empty sort, i.e., we are able to show that some sort is non-empty, does not rely on the particular sort constraint, but only on the set of monadic (sort) symbols that share their variable argument. We check emptiness of an intersection of sort symbols. Since there are only finitely many different such sorts with respect to some finite clause store, it may make sense to store constraints that resulted in successful non-emptiness proofs and to reuse them. One application domain are the proofs required in the context of static soft typing (Definition 2.3.6). Empty sort is activated by the -IEmS option.

## Definition 2.3.5 (Sort Simplification)

Let $N$ be the current clause store and $N^{\prime} \subseteq N$ be exactly the set of all declarations in $N$. The reduction

$$
\mathcal{R} \frac{S(t), \Theta \| \Gamma \rightarrow \Delta}{\Theta \| \Gamma \rightarrow \Delta}
$$

where $N^{\prime} \models \forall x_{1}, \ldots, x_{n}\left[S_{1}\left(x_{1}\right), \ldots, S_{n}\left(x_{n}\right) \supset S(t)\right]$ and $\left\{S_{1}\left(x_{1}\right), \ldots, S_{n}\left(x_{n}\right)\right\} \subseteq \Theta$ is the maximal subset of $\Theta$ for which $\left\{x_{1}, \ldots, x_{n}\right\} \subseteq \operatorname{vars}(t)$ is called sort simplification.

Given an arbitrary sort theory $N^{\prime}$, the relation

$$
N^{\prime} \models \forall x_{1}, \ldots, x_{n}\left[S_{1}\left(x_{1}\right), \ldots, S_{n}\left(x_{n}\right) \supset S(t)\right]
$$

is always decidable in polynomial time. In terms of sorted unification the problem means deciding wellsortedness [52]. A bottom-up algorithm based on dynamic programming yields the polynomial complexity whereas a simple top down approach results in an exponential procedure. The latter procedure would correspond to solve the problem with ordered resolution and an SOS strategy. The former algorithm is implemented in SPASS. Sort simplification is activated by the -RSSi option.

Sort simplification is one important reason why it makes sense to treat particular occurrences of monadic predicates in a special way. Sort simplification cannot be simulated via other standard reduction techniques like matching replacement resolution (see Definition 2.3.20) and cannot be extended to nonmonadic predicates. For example, for binary relations, the undecidable problem whether two ground terms are contained in a transitive binary relation generated by some positive unit clauses [43] can be reduced to deciding applicability of an extended sort simplification rule for binary relations. So without further restrictions, sort simplification cannot be effectively used for other $n$-ary relations.

## Definition 2.3.6 (Static Soft Typing)

Let $N$ be the current clause store over some fixed signature $\Sigma$ and $M$ be a sort theory such that $N=S(t)$ implies $M \models S(t)$ for any ground monadic atom $S(t)$ over $\Sigma$ where $S$ occurs in some sort constraint in $N$. The reduction

$$
\mathcal{R} \xrightarrow{\Theta \| \Gamma \rightarrow \Delta}
$$

where $M \not \vDash \exists x_{1}, \ldots, x_{n} \Theta$ with $\operatorname{vars}(\Theta)=\left\{x_{1}, \ldots, x_{n}\right\}$ is called static soft typing.
The above definition of static soft typing is not effective. The problem $M \not \vDash \exists x_{1}, \ldots, x_{n} \Theta$ is not decidable for arbitrary sort theories $M$ and sort constraints $\Theta$. It includes the general problem of sorted unification [52] that is well-known to be undecidable, in general. Furthermore, it is not obvious how the sort theory $M$ can be constructed out of $N$ such that it meets the requirements of Definition 2.3.6. A solution to all these problems is the following. First, all clauses that contain positive monadic atoms are safely approximated and restricted to the sort information they contain:

$$
\mathcal{R} \frac{\Theta \| \Gamma \rightarrow \Delta, S_{1}\left(t_{1}\right), \ldots, S_{n}\left(t_{n}\right)}{\Theta_{1} \| \rightarrow S_{1}\left(t_{1}\right)} \begin{gathered}
\vdots \\
\Theta_{n} \| \rightarrow S_{n}\left(t_{n}\right)
\end{gathered}
$$

where no monadic atom occurs in $\Delta, \Theta$ is solved and $\Theta_{i}=\left\{S(x) \mid S(x) \in \Theta\right.$ and $\left.x \in \operatorname{vars}\left(S_{i}\left(t_{i}\right)\right)\right\}$ for $1 \leq i \leq n$. By construction all $\Theta_{i}$ are solved and the rule does not modify declarations. If the initial clause set $N$ does not contain positive equations, then the sort theory $N^{\prime}$ obtained by a fix-point computation of the above reduction on $N$ approximates $N$ in the desired way (see Definition 2.3.6). Second, the sort theory $N^{\prime}$ is approximated to a sort theory $N^{\prime \prime}$ such that satisfiability of sort constraints in $N^{\prime \prime}$ gets decidable.

$$
\left.\left.\mathcal{R} \frac{\Theta \| \rightarrow S\left(f\left(t_{1}, \ldots, t_{n}\right)\right)}{\Theta_{1}, T(x) \|} \rightarrow \text { S(f(s, } s_{1}, \ldots, s_{n}\right)\right) ~\left(\Theta_{2} \| \rightarrow T\left(t_{i}\right) \quad .\right.
$$

where $t_{i}$ is not a variable and for all $1 \leq j \leq n$ we define $s_{j}=x$ if $t_{j}=t_{i}$ and $s_{j}=t_{j}$ otherwise. Furthermore, $\Theta_{1}=\left\{S(y) \mid S(y) \in \Theta\right.$ and $\left.y \in \operatorname{vars}\left(S\left(f\left(s_{1}, \ldots, s_{n}\right)\right)\right)\right\}$ and $\Theta_{2}$ is the restriction of $\Theta$ to atoms with argument $x \in \operatorname{vars}\left(t_{i}\right)$.

By construction, the derived clauses have a solved sort constraint and $N^{\prime \prime}$ approximates $N^{\prime}$ as desired. The sort theory $N^{\prime \prime}$ is shallow and satisfiability of sort constraints with respect to shallow sort theories is decidable by the inference rules sort resolution, empty sort and the reduction rules sort simplification, subsumption deletion (Definition 2.3.16) and condensation (Definition 2.3.17) [27, 53]. Hence, this instance of static soft typing is effective.

So if we start with a clause store $N$ that does not contain positive equations, we construct once the approximated sort theory $N^{\prime \prime}$. If this theory is not trivial, i.e., there is at least one monadic predicate $S$ with $N^{\prime \prime} \not \vDash \forall x S(x)$, the sort theory $N^{\prime \prime}$ is stored and static soft typing is applied to any input or derived clause. Since $N^{\prime \prime}$ is only approximated once, typically at the beginning of the inference process, the rule is called static soft typing. If in the input clause store all sort constraints are solved and there are no positive equations, static soft typing preserves completeness [51, 18].

If equations occur in a clause store a dynamic soft typing approach seems to be more suitable. Consider [18] and [33] for details. These techniques are not implemented in SPASS Version 2.0 but are an option for later releases. Static soft typing is activated by the-RRSST option.

### 2.3.3 Inference Rules

The introduced inference rules can be composed to a variety of (well-known) calculi. The calculi range from the ordinary resolution calculus investigated in Section 2.2 to a superposition calculus with selection, splitting and sort constraints that are subject to the basicness restriction. To cover all these cases, the rules defined here are given in generic way such that each definition covers several variants of the rule.

In particular, all rules are available with a selection restriction of negative literals that does not destroy completeness [3]. For any clause we can select some negative literals with the effect that all inference rule applications taking this clause as a parent clause must involve the selected literals. For example, if we select the literal $R(x, y)$ in the clause $\| R(x, y), f(g(x), y) \approx f(y, z) \rightarrow$ then no equality resolution inference (see below) is possible from this clause.

## Definition 2.3.7 (Equality/Reflexivity Resolution)

The inference

$$
\mathcal{I} \frac{\Theta \| l \approx r, \Gamma \rightarrow \Delta}{(\Theta \| \Gamma \rightarrow \Delta) \sigma}
$$

where (i) $\sigma$ is the mgu of $l$ and $r$, (ii) $\Theta$ is solved, (iii) $l \approx r$ is selected or $(l \approx r) \sigma$ is maximal in $(\Theta \| l \approx$ $r, \Gamma \rightarrow \Delta) \sigma$ and no literal is selected in $\Gamma$ is called an equality resolution inference. If condition (iii) is replaced by $l \approx r$ is selected or no literal is selected in $\Gamma$, the inference is called reflexivity resolution.

Equality resolution is activated by the -IEqR option. Reflexivity resolution is activated by the -IERR option.

## Definition 2.3.8 ((Ordered) Paramodulation/Superposition Left)

The inferences

$$
\mathcal{I} \frac{\Theta_{1}\left\|\Gamma_{1} \rightarrow \Delta_{1}, l \approx r \quad \Theta_{2}\right\| s\left[l^{\prime}\right]_{p} \approx t, \Gamma_{2} \rightarrow \Delta_{2}}{\left(\Theta_{1}, \Theta_{2} \| s[p / r] \approx t, \Gamma_{1}, \Gamma_{2} \rightarrow \Delta_{1}, \Delta_{2}\right) \sigma}
$$

and

$$
\mathcal{I} \frac{\Theta_{1}\left\|\Gamma_{1} \rightarrow \Delta_{1}, l \approx r \quad \Theta_{2}\right\| A\left[l^{\prime}\right]_{p}, \Gamma_{2} \rightarrow \Delta_{2}}{\left(\Theta_{1}, \Theta_{2} \| A[p / r], \Gamma_{1}, \Gamma_{2} \rightarrow \Delta_{1}, \Delta_{2}\right) \sigma}
$$

where (i) $\sigma$ is the mgu of $l^{\prime}$ and $l$, (ii) $l^{\prime}$ is not a variable, (iii) $\Theta_{1}$ and $\Theta_{2}$ are solved (iv) no literal in $\Gamma_{1}$ is selected, (v) $s \approx t$ (the atom $A$ ) is selected or no literal in $\Gamma_{2}$ is selected, is called a paramodulation left inference. If, in addition, $r \sigma \nsucc l \sigma$ the inference is an ordered paramodulation left inference. If, in addition, $l \sigma \approx r \sigma$ is reductive for $\left(\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}, l \approx r\right) \sigma,(\mathrm{v})$ is replaced by $s \sigma \approx t \sigma$ (the atom $A \sigma$ ) is selected or it is maximal in $\left(\Theta_{2} \| s \approx t, \Gamma_{2} \rightarrow \Delta_{2}\right) \sigma$ (in $\left(\Theta_{2} \| A, \Gamma_{2} \rightarrow \Delta_{2}\right) \sigma$ ) and no literal in $\Gamma_{2}$ is selected and $t \sigma \nsucc s \sigma$ then the inference is called a superposition left inference.

Standard paramodulation is activated by the -ISPm option. Ordered paramodulation is activated by the -IOPm option. Superposition left is activated by the -ISpL option.

Note that no paramodulation/superposition inference is performed into the sort constraint. Hence, the sort constraint is subject to the basicness restriction. In case all sort constraints of an initial clause store were solved, the basicness restriction preserves completeness.

## Definition 2.3.9 ((Ordered) Paramodulation/Superposition Right)

The inferences

$$
\mathcal{I} \frac{\Theta_{1}\left\|\Gamma_{1} \rightarrow \Delta_{1}, l \approx r \quad \Theta_{2}\right\| \Gamma_{2} \rightarrow \Delta_{2}, s\left[l^{\prime}\right]_{p} \approx t}{\left(\Theta_{1}, \Theta_{2} \| \Gamma_{1}, \Gamma_{2} \rightarrow \Delta_{1}, \Delta_{2}, s[p / r] \approx t\right) \sigma}
$$

and

$$
\mathcal{I} \frac{\Theta_{1}\left\|\Gamma_{1} \rightarrow \Delta_{1}, l \approx r \quad \Theta_{2}\right\| \Gamma_{2} \rightarrow \Delta_{2}, A\left[l^{\prime}\right]_{p}}{\left(\Theta_{1}, \Theta_{2} \| \Gamma_{1}, \Gamma_{2} \rightarrow \Delta_{1}, \Delta_{2}, A[p / r]\right) \sigma}
$$

where (i) $\sigma$ is the mgu of $l^{\prime}$ and $l$, (ii) $l^{\prime}$ is not a variable, (iii) $\Theta_{1}$ and $\Theta_{2}$ are solved (iv) no literal in $\Gamma_{1}, \Gamma_{2}$ is selected is a paramodulation right inference. If, in addition, $r \sigma \nsucc l \sigma$ the inference is an ordered paramodulation right inference. If, in addition, $l \sigma \approx r \sigma$ is reductive for $\left(\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}, l \approx r\right) \sigma, s \sigma \approx t \sigma$ $(A \sigma)$ is reductive for $\left(\Theta_{2} \| \Gamma_{2} \rightarrow \Delta_{2}, s \approx t\right) \sigma\left(\Theta_{2} \| \Gamma_{2} \rightarrow \Delta_{2}, A\right) \sigma$ the inference is called a superposition right inference.

Superposition right is activated by the $-I$ SpR option.
In SpASS the parallel extensions of the above defined paramodulation/superposition left/right inferences [6] are preferred. Whenever such an inference rule is applicable, we don't only replace the initially found occurrence of $l \sigma$ in the second clause by $r \sigma$, but all occurrences. On the ground level the parallel replacement corresponds to an application of the inference rules exactly the way they are defined above plus exhaustive application of non-unit rewriting with the left premise (Definition 2.3.21) on the conclusion.

Note that the ordering conditions of the above inference rules as well as the ordering conditions of the inference rules defined below, are checked with respect to the found unifier. This is called the a posteriori ordering check. For all inference rules that have ordering restrictions, Spass first orders the clauses as they are and only searches for inferences with respect to the found candidates (maximal literals, maximal sides of equations). This is called the a priori ordering check. Then, after having found a second candidate clause together with a unifier, the a posteriori check is evaluated. This second check is more expensive than the first, because it has to be dynamically computed with respect to any found unifier. However, since most of the time in a saturation prover is spent with reduction (see Section 2.2), the extra time for the a posteriori check does not matter, but needs some effort for an (efficient) implementation.

The following example shows that the a posteriori check can in fact prevent the generation of extra clauses. Consider the two clauses

$$
\begin{aligned}
& \rightarrow f(x, y) \approx f(y, x) \\
& \rightarrow P(f(a, b))
\end{aligned}
$$

The equation $f(x, y) \approx f(y, x)$ cannot be oriented by any reduction ordering. So without an a posteriori ordering check, we can derive the clause $\rightarrow P(f(b, a))$ by a superposition right inference. Now consider the very same example where we use an RPOS with precedence $f>b>a$ and $\operatorname{status}(f)=$ left. This implies $f(b, a) \succ_{\text {rpos }} f(a, b)$ and therefore the a posteriori ordering check for the potential superposition right inference conclusion $\rightarrow P(f(b, a))$ fails. No inference is possible between the above two clauses.

Next we define three factoring rules, namely (ordered) factoring, equality factoring and merging paramodulation. The different rules are needed to obtain completeness results with respect to different inference rule sets. For the standard resolution/paramodulation calculus [42, 41, 7, 39] the factoring rule without ordering restrictions suffices for completeness. For the ordered resolution/superposition calculus, ordered factoring has to be combined with either equality factoring or merging paramodulation to obtain completeness [3].

## Definition 2.3.10 ((Ordered) Factoring)

The inferences

$$
\mathcal{I} \frac{\Theta \| \Gamma \rightarrow \Delta, E_{1}, E_{2}}{\left(\Theta \| \Gamma \rightarrow \Delta, E_{1}\right) \sigma}
$$

and

$$
\mathcal{I} \frac{\Theta \| \Gamma, E_{1}, E_{2} \rightarrow \Delta}{\left(\Theta \| \Gamma, E_{1} \rightarrow \Delta\right) \sigma}
$$

where (i) $\sigma$ is the mgu of $E_{1}$ and $E_{2}$, (ii) $\Theta$ is solved (iii) ( $E_{1}, E_{2}$ occur positively, $E_{1}$ is maximal and no literal in $\Gamma$ is selected) or ( $E_{1}, E_{2}$ occur negatively, $E_{1}$ is maximal and no literal in $\Gamma$ is selected or $E_{1}$ is selected) are called ordered factoring right and ordered factoring left, respectively. If condition (iii) is replaced by ( $E_{1}, E_{2}$ occur positively and no literal in $\Gamma$ is selected) or ( $E_{1}, E_{2}$ occur negatively, $E_{1}$ is selected or no literal in $\Gamma$ is selected ) the inferences are called factoring right and factoring left, respectively.

Standard factoring is activated by the -ISFC option. Ordered factoring is activated by the -IOFC option.

There is an overlap between Ordered Factoring defined above and Equality Factoring defined below, because the rule ordered factoring also considers equations. We did so because for the ordered paramodulation calculus with respect to our definitions Equality Factoring is not needed for completeness. The rule Ordered Factoring suffices for completeness.

Definition 2.3.11 (Equality Factoring)
The inference

$$
\mathcal{I} \frac{\Theta \| \Gamma \rightarrow \Delta, l \approx r, l^{\prime} \approx r^{\prime}}{\left(\Theta \| \Gamma, r \approx r^{\prime} \rightarrow \Delta, l^{\prime} \approx r^{\prime}\right) \sigma}
$$

where (i) $\sigma$ is the mgu of $l^{\prime}$ and $l$, (ii) $r \sigma \nsucceq l \sigma$, (iii) $\Theta$ is solved, (iv) no literal in $\Gamma$ is selected, (v) $l \sigma \approx r \sigma$ is a maximal occurrence in $\left(\Theta \| \Gamma \rightarrow \Delta, l \approx r, l^{\prime} \approx r^{\prime}\right) \sigma$ is called an equality factoring inference.

Equality factoring is activated by the -IEqF option.

## Definition 2.3.12 (Merging Paramodulation)

The inference

$$
\mathcal{I} \frac{\Theta_{1}\left\|\Gamma_{1} \rightarrow \Delta_{1}, l \approx r \quad \Theta_{2}\right\| \Gamma_{2} \rightarrow \Delta_{2}, s \approx t\left[l^{\prime}\right]_{p}, s^{\prime} \approx t^{\prime}}{\left(\Theta_{1}, \Theta_{2} \| \Gamma_{1}, \Gamma_{2} \rightarrow \Delta_{1}, \Delta_{2}, s \approx t[p / r], s \approx t^{\prime}\right) \sigma}
$$

where (i) $\sigma$ is the composition of the mgu $\tau$ of $l$ and $l^{\prime}$ and the mgu $\lambda$ of $s \tau$ and $s^{\prime} \tau$, (ii) the clause $\left(\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}, l \approx r\right) \sigma$ is reductive for $l \sigma \approx r \sigma$, (iii) $\Theta_{1}$ and $\Theta_{2}$ are solved, (iv) no literal in $\Gamma_{1}, \Gamma_{2}$ is selected, (v) the clause $\left(\Theta_{2} \| \Gamma_{2} \rightarrow \Delta_{2}, s \approx t, s^{\prime} \approx t^{\prime}\right) \sigma$ is reductive for $s \sigma \approx t \sigma$, (vi) $s \tau \succ t \tau$, (vii) $l^{\prime}$ is not a variable is called a merging paramodulation inference.

Merging paramodulation is activated by the -IMPm option.

## Definition 2.3.13 ((Ordered) Resolution)

The inference

$$
\mathcal{I} \frac{\Theta_{1}\left\|\Gamma_{1} \rightarrow \Delta_{1}, E_{1} \quad \Theta_{2}\right\| E_{2}, \Gamma_{2} \rightarrow \Delta_{2}}{\left(\Theta_{1}, \Theta_{2} \| \Gamma_{1}, \Gamma_{2} \rightarrow \Delta_{1}, \Delta_{2}\right) \sigma}
$$

where (i) $\sigma$ is the mgu of $E_{1}$ and $E_{2}$, (ii) $\Theta_{1}$ and $\Theta_{2}$ are solved, (iii) no literal in $\Gamma_{1}$ is selected, (iv) $E_{1} \sigma$ is strictly maximal in $\left(\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}, E_{1}\right) \sigma$, (v) the atom $E_{2} \sigma$ is selected or it is maximal in $\left(\Theta_{2} \| E_{2}, \Gamma_{2} \rightarrow\right.$ $\left.\Delta_{2}\right) \sigma$ and no literal in $\Gamma_{2}$ is selected is called ordered resolution. If conditions (iv), (v) are replaced by $E_{2}$ is selected or no literal is selected in $\Gamma_{2}$, the inference is called resolution.

Standard resolution is activated by the -ISRe option. Ordered resolution is activated by the -IORe option. If any of the options is set to 2 , equations are also considered for the inferences.

If, in Definition 2.3.13, one of the parent clauses of the inference is a unit, the inference is called (ordered) unit resolution. The standard resolution rule is an instance of this rule if we omit the conditions (ii)-(iv) and restrict our attention to non-equational atoms.

Definition 2.3.14 ((Ordered) Hyper Resolution)
The inference

$$
\mathcal{I} \frac{\Theta\left\|E_{1}, \ldots, E_{n} \rightarrow \Delta \quad \Theta_{i}\right\| \rightarrow \Delta_{i}, E_{i}^{\prime} \quad(1 \leq i \leq n)}{\left(\Theta, \Theta_{1}, \ldots, \Theta_{n} \| \rightarrow \Delta, \Delta_{1}, \ldots, \Delta_{n}\right) \sigma}
$$

(i) $\sigma$ is the simultaneous mgu of $E_{1}, \ldots, E_{n}, E_{1}^{\prime}, \ldots, E_{n}^{\prime}$, (ii) $\Theta$ as well as all $\Theta_{i}$ are solved, (iii) all $E_{i}^{\prime} \sigma$ are strictly maximal in $\left(\Theta_{i} \| \Gamma_{i} \rightarrow \Delta_{i}, E_{i}^{\prime}\right) \sigma$ is called an ordered hyper resolution inference. If condition (iii) is dropped, the inference is called a hyper resolution inference.

Standard hyper resolution is activated by the -ISHy option. Ordered hyper resolution is activated by the -IOHy option.

In the application of the inference rule hyper resolution as well as the inference rules sort resolution (Definition 2.3.3) and empty sort (Definition 2.3.4) more than two parent clauses are involved, in general. So the search for candidate clauses gets more complicated. In particular, an appropriate ordering of the literals $E_{1}, \ldots, E_{n}$ for searching partner clauses can be indispensable for efficiency reasons. For example, if we search partners for the literals $P(x), Q(a, f(x))$ it may be the case that we find thousand potential partners for $P(x)$ (all clauses with a positive (maximal) literal $P(t)$ ) but only a few for $Q(a, f(x))$ (only clauses with a positive (maximal) literal $Q(a, f(t))$ or with variable occurrences at the positions of $a, f(t)$ ).

So starting with $Q(a, f(x))$ for partner search is the more efficient way, since it will potentially provide instantiation of $x$ when we subsequently search for partners of $P(x)$. So a good heuristic is to proceed at any time of the partner search with the literals that has a maximal number of symbols with respect to the already established partial unifier. Nevertheless, please note that the number of hyper resolvents grows in the worst case exponentially in $n$.

### 2.3.4 Reduction Rules

Our philosophy is that reduction rules are at the heart of successful automated theorem proving. The aim of reduction rules is to transform clauses (or even formulas see [38]) in simpler ones. So whereas inference rules are at the search side of automated theorem proving, reduction rules are at the computation side.

## Definition 2.3.15 (Duplicate/Trivial Literal Elimination)

The reductions

$$
\mathcal{R} \frac{\Theta \| \Gamma \rightarrow \Delta, E, E}{\Theta \| \Gamma \rightarrow \Delta, E}
$$

and

$$
\mathcal{R} \frac{\Theta \| \Gamma, E, E \rightarrow \Delta}{\Theta \| \Gamma, E \rightarrow \Delta}
$$

and

$$
\mathcal{R} \frac{\Theta, A, A \| \Gamma \rightarrow \Delta}{\Theta, A \| \Gamma \rightarrow \Delta}
$$

are called duplicate literal eliminations. The reductions

$$
\mathcal{R} \frac{\Theta \| \Gamma, t \approx t \rightarrow \Delta}{\Theta \| \Gamma \rightarrow \Delta}
$$

and

$$
\mathcal{R} \frac{\| t \approx s \rightarrow}{\square}
$$

where for the final variant we assume that $t$ and $s$ are unifiable, are called trivial literal eliminations.
Duplicate/trivial literal elmination are both activated by the -RObv option.
Please recall that although trivial literal elimination can be simulated by equality resolution or factoring, for these inference rules to apply a clause must first be selected as Given clause. Reduction rules like duplicate or trivial literal elimination apply to all (newly) generated clauses.

Definition 2.3.16 (Subsumption Deletion)
The reduction

$$
\mathcal{R} \frac{\Theta_{1}\left\|\Gamma_{1} \rightarrow \Delta_{1} \quad \Theta_{2}\right\| \Gamma_{2} \rightarrow \Delta_{2}}{\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}}
$$

where $\Theta_{2} \| \Gamma_{2} \rightarrow \Delta_{2}$ is subsumed by $\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}$ is called subsumption deletion.
Subsumption deletion is activated by the -RFSub and -RBSub option for forward and backward subsumtion, respectively (see Section refsecfirstsimpprover).

Testing subsumption between two clauses is an $N P$-complete problem [19]. Nevertheless, subsumption is indispensable for saturation based theorem proving as we already discussed in Section 2.2. Hence, there exist a variety of papers presenting algorithms that show a polynomial behavior on certain subclasses of clauses (e.g., [21]) or that introduce specific data structures to speed up the subsumption test in practice (e.g., $[46,50]$ ). Many of todays provers use a variant of the [47] algorithm for the subsumption test. Basically, the algorithm tries to find for every literal in $\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}$ a different instance in $\Theta_{2} \| \Gamma_{2} \rightarrow \Delta_{2}$ such that all single instantiations are compatible, i.e., identical variables are mapped to identical terms. This simple version is not tractable in practice. Prefilters must be added to the algorithm that make it tractable
in practice. In Spass we introduced two filters [37]. The first filter is based on the size of the clauses. A necessary condition for a subsumption deletion application over multisets is that size $\left(\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}\right) \leq$ $\operatorname{size}\left(\Theta_{2} \| \Gamma_{2} \rightarrow \Delta_{2}\right)$. Since the size of clauses is usually needed for selection heuristics (see the discussion on the choose function in Section 2.2), the size of a clause is already stored in a clause data structure and therefore this test is almost for free. For every two clauses passing this test, the second prefilter checks whether for every literal in $\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}$ there exists some instance literal in $\Theta_{2} \| \Gamma_{2} \rightarrow \Delta_{2}$ at all. So we consider the literals in $\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}$ separately and don't check compatibility between the different substitutions. This check is again a necessary condition for the subsumption test to succeed and can be done in polynomial time. Clauses passing these two tests are then subject to the Stillman algorithm. In practice, more than $95 \%$ of all subsumption tests can already be rejected by the two filters.

Note that there is a subtle difference between multiset subsumption (considered here) and set subsumption. The clause $\rightarrow Q(a, x), Q(y, b)$ subsumes the clause $\rightarrow Q(a, b)$ if we consider clauses to be sets, but does not if we consider clauses to be multisets. Therefore, in our version of the Stillman algorithm we require matched literals to be different.

When integrated into a prover, subsumption deletion is not an operation applied to two clauses but applied to two sets of clauses or a clause and a set of clauses (see Table 2.1 and Table 2.3). The former test can be reduced to the latter by considering the clauses in one set separately. So it remains to test whether some clause $C$ subsumes some clause in a set $N$ or is subsumed by some clause in $N$. We already argued that the set $N$ (in particular the $U s$ set) can become very large. Then it is in practice intractable to traverse all clauses in $N$ and then to apply the subsumption test to each clause. An additional filter is needed: Indexing. Indexing is the data base technology of automated theorem proving. The crucial operations provided by an index of a clause store $N$ are: compute all clauses that include an atom that is an instance/a generalization/unifiable with some query atom. Typically, the result of such a query consists of the clauses together with the found atom. So in order to test whether some clause $C$ is subsumed by a clause in an indexed clause store $N$, one picks a literal from $C$ that has a low probability of being subsumed, searches the index for generalizations of that literal and then tests $C$ and the found clauses for subsumption. Since the query and the result literal are already found, using appropriate data structures of Spass it is sufficient to test the clauses without these literals. We use a more general subsumption test with the possibility to hide at least one literal in each clause and we are able to keep the bindings of an indexing query result. This extended test is also needed for the reduction rules matching replacement resolution (Definition 2.3.20) and non-unit rewriting (Definition 2.3.21).

## Definition 2.3.17 (Condensation)

The reduction

$$
\mathcal{R} \frac{\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}}{\Theta_{2} \| \Gamma_{2} \rightarrow \Delta_{2}}
$$

where $\Theta_{2} \| \Gamma_{2} \rightarrow \Delta_{2}$ subsumes $\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}$ and $\Theta_{2} \| \Gamma_{2} \rightarrow \Delta_{2}$ is derived from $\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}$ by instantiation and (exhaustive) application of trivial literal elimination is called condensation.

Condensation is activated by the-RCon option.
In the literature condensation is often defined on the basis of factoring applications. From an implementation point of view the above definition is much sharper, because it only suggests matchers to generate duplicate literals that can be eventually removed, not unifiers as suggested by a definition based on factoring. All these candidate instantiation substitutions can be effectively computed by subsequently searching for matchers $\sigma$ such that $E_{1} \sigma=E_{2}$ for $E_{1}, E_{2} \in \Gamma_{1}$ (respectively for $\Theta_{1}, \Delta_{1}$ ) and then testing whether $\left(\Theta_{1} \| \Gamma_{1} \backslash\left\{E_{2}\right\} \rightarrow \Delta_{1}\right) \sigma$ subsumes $\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}$. This idea leads to a procedure that is more efficient than the factoring based algorithm suggested by [28] and related to the techniques presented by [20].

## Definition 2.3.18 (Tautology Deletion)

The reduction

$$
\mathcal{R} \xrightarrow{\Theta} \| \Gamma \rightarrow \Delta
$$

where $=\Theta \| \Gamma \rightarrow \Delta$ is called tautology deletion.

The above rule is sometimes also called semantic tautology deletion, since it is based on a semantic tautology test. This test corresponds to testing unsatisfiability of a set of ground literals. If we keep in mind that any literal can be coded as an (dis)equation, in order to test unsatisfiability of a set of ground literals it is sufficient to test congruence closure with respect to the positive equations. This can be done in polynomial time [14]. There are certain weaker syntactic conditions that can be checked in linear time:

$$
\mathcal{R} \xrightarrow{\Theta \| \Gamma, E \rightarrow \Delta, E}
$$

or

$$
\mathcal{R} \xrightarrow{\Theta, A \| \Gamma \rightarrow \Delta, A}
$$

or

$$
\mathcal{R} \xrightarrow{\Theta \| \Gamma \rightarrow \Delta, t \approx t}
$$

In Spass the syntactic as well as the semantic check is implemented (see Appendix 2.5). For the semantic test we adopted the algorithm presented by [14] to our data structures. These conditions are implemented by nearly all todays theorem provers. The semantic check requires appropriate data structures for an efficient implementation. It is contained in the provers E, Saturate and Spass.

Tautology deletion is activated by the - RTaut option. If the option is set to 1 only syntactic tautologies are deleted and if the option is set to 2 also the semantic test is performed.

Definition 2.3.19 (Conflict)
The reduction

$$
\mathcal{R} \frac{\Theta_{1}\left\|\Gamma_{1} \rightarrow \Delta_{1} \quad \ldots \quad \Theta_{n}\right\| \Gamma_{n} \rightarrow \Delta_{n}}{\square}
$$

where $\Theta_{1}\left\|\Gamma_{1} \rightarrow \Delta_{1}, \ldots, \Theta_{n}\right\| \Gamma_{n} \rightarrow \Delta_{n}=\square$ is called conflict.
Even if $n$ is fixed, the rule conflict is not effective, in general. It basically solves the general unsatisfiability problem of first-order logic. The rule sort simplification is an effective instance of this rule. Two further effective instantiations of this rule that are not related to specific theories are implemented in todays provers: unit conflict and the terminator [1]. ${ }^{7}$ The former is the rule

$$
\mathcal{R} \xrightarrow[\|]{\left\|E_{1} \quad\right\| E_{2} \rightarrow}
$$

such that $E_{1}$ and $E_{2}$ are unifiable. It seems that this rule is superfluous since it only detects a contradiction between two unit clauses. However, since we consider unification between $E_{1}$ and $E_{2}$, this rule cannot be simulated by, for example, matching replacement resolution (see Definition 2.3.20), but only by a resolution step. In the context of problems where the majority of generated clauses are units (e.g., unit equational problems or condensed detachment problems [31]) the probability that both clauses are selected for inferences can become arbitrarily low. Then it can pay off to add this reduction rule that implements a (global) one step search for the empty clause.

The terminator is a generalization of unit conflict and a restriction of the general conflict rule to at most $k$ non-unit clauses out of the $n$ clauses, $k$ fixed. For some given, finite set of clauses it is decidable whether we can derive the empty clause by resolution, if any derivation is restricted to contain at most $k$ non-unit clauses. This is easy to see, since there are only finitely many different derivations using $k$ non-unit clauses and resolving with a unit clause strictly reduces the length of the resolvent compared to the maximal length of one of its parent clauses. That's the terminator. In practice the terminator can be useful with values $k \leq 3$. Larger values rarely make sense, since the number of clauses that have to be considered for this rule grows exponentially in $k$ times the length of the non-unit clauses. Note that if the terminator is applied to a Horn clause store without equality, it can be turned into a complete refutation procedure by subsequently increasing $n$.

[^6]As an exception from all other reduction rules, in practice the terminator is integrated in the search procedure like an inference rule, not like a reduction rule. It is too expensive to apply the terminator to all newly generated clauses and often it does not pay off. So the terminator is solely applied to the selected Given clauses, if it is activated.

Unit conflict is activated by the -RUnC option. The terminator is activated by the - RTer $=<n>$ option, where $n$ specifies the number of considered non-unit clauses.

## Definition 2.3.20 (Matching Replacement Resolution)

The reductions

$$
\mathcal{R} \xrightarrow[\Theta_{1}\left\|\Gamma_{1} \rightarrow \Delta_{1}, E_{1} \quad \Theta_{2}\right\| \Gamma_{2}, E_{2} \rightarrow \Delta_{2}]{\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}, E_{1}}+
$$

and

$$
\mathcal{R} \xrightarrow[\Theta_{1}\left\|\Gamma_{1}, E_{1} \rightarrow \Delta_{1} \quad \Theta_{2}\right\| \Gamma_{2} \rightarrow \Delta_{2}, E_{2}]{\Theta_{1} \| \Gamma_{1}, E_{1} \rightarrow \Delta_{1}}+
$$

and

$$
\mathcal{R} \frac{\Theta_{1}\left\|\Gamma_{1} \rightarrow \Delta_{1}, A_{1} \quad \Theta_{2}, A_{2}\right\| \Gamma_{2} \rightarrow \Delta_{2}}{\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}, A_{1}}+
$$

where (i) $E_{1} \sigma=E_{2}$ ( $A_{1} \sigma=A_{2}$ for the third variant), (ii) $\Theta_{1} \sigma \subseteq \Theta_{2}, \Gamma_{1} \sigma \subseteq \Gamma_{2}, \Delta_{1} \sigma \subseteq \Delta_{2}$ are called matching replacement resolutions.

Matching replacement resolution is activated by the -RFMRR and -RBMRR option, for the forward and backward direction, respectively.

Matching replacement resolution is a restricted variant of replacement resolution, itself a restricted form of resolution where the conclusion must subsume one of its parent clauses. For matching replacement resolution we restrict the unifier of the complementary literals computed for replacement resolution to be a matcher. This speeds up the applicability test significantly.

The third variant of the rule that applies to the sort constraint cannot be simulated by sort simplification (Definition 2.3.5), because it also considers clauses that are not declarations. On the other hand, matching replacement resolution can also not simulate sort simplification. Consider the clauses

$$
\begin{aligned}
T(x), S(f(x)), \Theta_{1} \| \Gamma_{1} & \rightarrow \Delta_{1} \\
R(x) \| & \rightarrow S(f(x)) \\
T(x) \| & \rightarrow R(x)
\end{aligned}
$$

The negative occurrence of $S(f(x))$ in the first clause cannot be eliminated by matching replacement resolution but by sort simplification.

## Definition 2.3.21 (Non-Unit Rewriting)

The reductions

$$
\mathcal{R} \xrightarrow[{\Theta_{1}\left\|\Gamma_{1} \rightarrow \Delta_{1}, s \approx t \quad \Theta_{2}\right\| \Gamma_{2}, E\left[s^{\prime}\right]_{p} \rightarrow \Delta_{2}}]{\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}, s \approx t}
$$

and

$$
\mathcal{R} \xrightarrow[{\Theta_{1}\left\|\Gamma_{1} \rightarrow \Delta_{1}, s \approx t \quad \Theta_{2}\right\| \Gamma_{2} \rightarrow \Delta_{2}, E\left[s^{\prime}\right]_{p}}]{\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}, s \approx t} \begin{gathered}
\Theta_{2} \| \Gamma_{2} \rightarrow \Delta_{2}, E[p / t \sigma]
\end{gathered}
$$

where (i) $s \sigma=s^{\prime}$, (ii) $s \succ t$, (iii) $\Theta_{1} \sigma \subseteq \Theta_{2}, \Gamma_{1} \sigma \subseteq \Gamma_{2}, \Delta_{1} \sigma \subseteq \Delta_{2}$ are called non-unit rewriting.

Non-unit rewriting and unit rewritung (see below) are activated by the -RFRew and -RBRew option, for the forward and backward direction, respectively.

The ordering restrictions for non-unit rewriting are a priori ordering restrictions, i.e., we do not compare the terms $s$ and $t$ with respect to the found matcher $\sigma$. The ordering test with respect to $\sigma$ is sharper, but an efficient implementation of this check is non-trivial because it requires a tight connection between indexing, ordering computation and subsumption. Therefore, SPASS uses the a priori ordering check, i.e., SpASS verifies $s \succ t$. See also the discussion on page 23 .

## Definition 2.3.22 (Unit Rewriting)

The reductions

$$
\mathcal{R} \xrightarrow[{\|\rightarrow s \approx t \quad\| E\left[s^{\prime}\right]_{p}} \rightarrow]{\| \rightarrow s \approx t} \begin{gathered}
\| E[p / t \sigma] \rightarrow
\end{gathered}
$$

and

$$
\mathcal{R} \xrightarrow[{\|\rightarrow s \approx t \quad\| \rightarrow E\left[s^{\prime}\right]_{p}}]{\| \rightarrow s \approx t} \begin{gathered}
\| \rightarrow E[p / t \sigma]
\end{gathered}
$$

where (i) $s \sigma=s^{\prime}$, (ii) $s \sigma \succ t \sigma$, are called unit rewriting.
Unit rewriting is an instance of the second version of non-unit rewriting where all $\Theta_{i}, \Gamma_{i}, \Delta_{i}$ are empty. We mention it here explicitely, because it is the style of rewriting used in purely equational completion, a theorem proving discipline of its own. Furthermore, the a posteriori ordering check is much easier to implement, because we need no subsumption check. Actually, it is implemented in Spass.

In practice the rewriting reductions are among the most expensive reductions. Note that any subterm of any clause has to be considered and that subsequent rewriting steps to the same clause are common. Therefore, many provers don't use the full power of non-unit rewriting, but restrict the left clause to be a positive unit equation. They reduce non-unit clauses by positive unit equations.

Even the a posteriori check, condition (ii), can be further refined. Consider an equation where the left and right hand side don't share any variables. Then the a posteriori check will typically fail but may succeed by appropriate further instantiations. For example the equation $f(x, y) \approx g(z)$ cannot be oriented and hence the equation $f(a, b) \approx a$ cannot be rewritten by unit rewriting using the first equation. Now assume a RPOS with precedence $f>g>a>b$. Then the equation $f(a, b) \approx g(z)$ (the result of matching $f(x, y)$ with $f(a, b)$ ) can be turned into an oriented equation by instantiating $z$ with $a$ or $b$. This enables rewriting of $f(a, b)$ to $g(a)$ or $g(b)$. In general it is sufficient to consider the minimal constant and the crucial extra variables for further instantiation. Note also that the equation $f(x, y) \approx g(z)$ subsumes an equation like $f(x, y) \approx g(y)$ that is oriented and can therefore be used for rewriting in a straightforward way. This refinement is not implemented in Spass Version 2.0 but remains an option for further releases.

Another way to solve the problem of unorientable equations because of extra variables is to split equations. Given some equation $s \approx t$ where $\operatorname{vars}(s) \nsubseteq \operatorname{vars}(t)$ and $\operatorname{vars}(t) \nsubseteq \operatorname{vars}(s)$, we introduce a new function symbol $h$ where the arity of $h$ is exactly $|\operatorname{vars}(s) \cap \operatorname{vars}(t)|$. If $\left\{x_{1}, \ldots, x_{n}\right\}=\operatorname{vars}(s) \cap \operatorname{vars}(t)$ then the equation $s \approx t$ is replaced by the equations $s \approx h\left(x_{1}, \ldots, x_{n}\right)$ and $t \approx h\left(x_{1}, \ldots, x_{n}\right)$. Given a KBO or RPOS and a precedence where the new symbol $h$ is smaller than the top symbols of $s$ and $t$, both introduced equations are oriented from left to right. In order to obtain a complete calculus that includes splitting of equations splitting must not be applied infinitely many times. Splitting equations is not implemented in Spass Version 2.0.

Definition 2.3.23 (Contextual Rewriting)
The reductions

$$
\mathcal{R} \frac{\Theta_{1}\left\|\Gamma_{1} \rightarrow \Delta_{1}, s \approx t \quad \Theta_{2}\right\| \Gamma_{2}, E\left[s^{\prime}\right]_{p} \rightarrow \Delta_{2}}{\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}, s \approx t}
$$

and

$$
\mathcal{R} \xrightarrow[{\Theta_{1}\left\|\Gamma_{1} \rightarrow \Delta_{1}, s \approx t \quad \Theta_{2}\right\| \Gamma_{2} \rightarrow \Delta_{2}, E\left[s^{\prime}\right]_{p}}]{\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}, s \approx t}+
$$

where (i) $s \sigma=s^{\prime}$, (ii) $s \succ t$, (iii) $s \approx t$ is strictly maximal in $\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}, s \approx t$, (iv) for any term $t^{\prime}$ in $\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}, s \approx t, s \succ t^{\prime}$, (v) if $E\left[s^{\prime}\right]_{p}$ does not occur negatively, $s \sigma \approx t \sigma \prec E\left[s^{\prime}\right]_{p}$, (vi) $\vDash \operatorname{fred}\left(\Theta_{2} \rightarrow S\left(t^{\prime}\right)\right)$ for all sort atoms $S\left(t^{\prime}\right) \in \operatorname{sortsimp}\left(\Theta_{1} \sigma\right)$, (vii) $\models$ fred $\left(\Gamma_{2} \rightarrow E\right)$ for all atoms $E \in \Gamma_{1} \sigma$, (viii) $\models \operatorname{fred}\left(E \rightarrow \Delta_{2}\right)$ for all atoms $E \in \Delta_{1} \sigma$ are called contextual rewriting.

The expression $\operatorname{sortsimp}\left(\Theta_{1} \sigma\right)$ denotes the sort constraint $\Theta_{1} \sigma$ after exhaustive application of the rule sort simplification. The function fred, see Table 2.5, (recursively) applies the reduction rules to the constructed subclauses before they are checked as tautologies. The performance of fred, i.e. which rules are actually tested/applied, determines the strength as well as the cost for testing and applying contectual rewriting. Our current idea is to use all reduction rules except contextual rewriting. We do not test/apply contextual rewriting recursively. Contextual rewriting is not implemented in SPASS Version 2.0 but will be included in the next release. We already have a prototype implementation of the rule.

The final reduction rule exploits particular equations of the form $x \approx t$ (called assignment equations), where $x$ does not occur in $t$ nor in the rest of the clause. Negative equations of this form can simply be removed from a clause. In order to remove positive assignment equations the domain structure shared by any model of the current clause store has to be examined. In particular, we exploit the case that the domain is non-trivial. Therefore, before this rule can be applied, certain properties of any clause store model must be checked. This can, e.g., be done by a sufficient criterion that can be tested syntactically.

## Definition 2.3.24 (Assignment Equation Deletion)

Let $N$ be the current clause store. The reductions

$$
\mathcal{R} \frac{\Theta \| x \approx t, \Gamma \rightarrow \Delta}{\Theta \| \Gamma \rightarrow \Delta}
$$

and

$$
\mathcal{R} \frac{\Theta \| \Gamma \rightarrow x \approx t, \Delta}{\Theta \| \Gamma \rightarrow \Delta}
$$

where for both variations of the rule we assume (i) $x \notin \operatorname{vars}(t)$, (ii) $x \notin \operatorname{vars}(\Theta \| \Gamma \rightarrow \Delta)$ and for the second variant, where we remove a positive equation, we assume in addition that $|\mathcal{D}|>1$ for any interpretation $\mathcal{M}$ with $\mathcal{M} \models N$, are called assignment equation deletion.

Assignment equation deletion is activated by the -RAED option. If -RAED is set to 1 only the first variant is applied, if set to 2 both variants are used.

For the elimination of the positive equation to be sound it is necessary to guarantee a non-trivial domain for any model of the current clause store. A syntactic condition is the existence of a clause $\| s \approx t \rightarrow$ where $s$ and $t$ are arbitrary. If such a clause is contained in the clause store, the domain of any model is non-trivial and we can apply the second variant of the rule.

### 2.3.5 Splitting

The effect of a splitting rule application is not only to extend the current clause store but also to modify and extend the current clause store collection.

## Definition 2.3.25 (Splitting)

The inference

$$
\left.\mathcal{S} \frac{\Theta_{1}, \Theta_{2} \| \Gamma_{1}, \Gamma_{2} \rightarrow \Delta_{1}, \Delta_{2}}{\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}} \right\rvert\, \quad \Theta_{2} \| \Gamma_{2} \rightarrow \Delta_{2} \quad,
$$

where $\operatorname{vars}\left(\Theta_{1} \| \Gamma_{1} \rightarrow \Delta_{1}\right) \cap \operatorname{vars}\left(\Theta_{2} \| \Gamma_{2} \rightarrow \Delta_{2}\right)=\emptyset$ and $\Delta_{1} \neq \emptyset, \Delta_{2} \neq \emptyset$ is called splitting.

Splitting is activated by the - Splits $=\langle n>$ option, where $n$ specifies the overall number of splitting applications in a SPASS run. Unlimited application of the rule can be achieved by choosing -1 for $n$.

Without the condition that the two split clauses must not share variables, Splitting is very much like the $\beta$-rule of free variable tableau. Since the clauses don't share variables, the two cases are completely independent and the derived clauses can be used for simplification/reduction without any restriction. For example, both clauses subsume the parent clause.

In case the first split part is ground, i.e., vars $\left.\overline{S(t)} \| \bar{E} \rightarrow \overline{E^{\prime}}\right)=\emptyset$, where $\overline{S(t)}=S_{1}\left(t_{1}\right), \ldots, S_{n}\left(t_{n}\right)$, $\bar{E}=E_{1}, \ldots, E_{m}$ and $\overline{E^{\prime}}=E_{1}^{\prime}, \ldots, E_{l}^{\prime}$ and $1 \leq i \leq n, 1 \leq j \leq m, 1 \leq k \leq l$, it is very useful to add the negation of the first split clause to the second part

All these additional unit clauses can help a lot in reducing the clause set of the second part (see matching replacement resolution, Definition 2.3.20 or non-unit rewriting, Definition 2.3.21). In a purely propositional setting, a calculus solely based on unit conflict (see Definition 2.3.19) and extended splitting can polynomially simulate truth tables, whereas a calculus based on unit conflict and the simple splitting rule cannot [9].

Of course, for any first part split clause we could add its negation to the second part. However, in general this leads to the introduction of new Skolem constants, and in practice this tends to extend the search space for the second part. Note that in this case the ground units resulting from the negated first part cannot be used for matching replacement resolutions, because the introduced Skolem constants are new. As an alternative one could also record the ground instances of the variables in the first split clause used in the refutation of the first part and then add their negation as a disjunct to the second part. But it is questionable whether such an effort pays off in practice.

Splitting itself often tends to generate a huge search tree, so additional refinements are necessary. Therefore, we required that $\Delta_{1}$ and $\Delta_{2}$ are non-empty in Definition 2.3.25. So we only split non-Horn clauses into clauses having strictly less positive literals. The rationale behind this comes from the propositional level. For a set of propositional Horn clauses, satisfiability can be decided in linear time [13], whereas satisfiability for arbitrary clauses is an $N P$-complete problem. The reduction rule matching replacement resolution (Definition 2.3.20) is also a decision procedure for propositional Horn clauses (although it results in a quadratic time implementation). Hence, non-Horn splitting and matching replacement resolution are a reasonable decision procedure for propositional clauses. In case a clause can be split into a propositional part (no variables) and a non-propositional one, it is very useful to split the clause that way and to add the negation of the propositional part to the second as indicated before.

An alternative to an explicit case analysis is to split clauses by the introduction of new propositional symbols. For example, the clause

$$
S(x) \| f(x) \approx y \rightarrow Q(x, x), Q(a, z)
$$

can be replaced by the clauses

$$
\begin{array}{cc}
S(x) \| f(x) \approx y, A \rightarrow Q(x, x) \\
\| & B \rightarrow Q(a, z) \\
\| & \rightarrow A, B
\end{array}
$$

where $A, B$ are new propositional symbols. The replacement preserves satisfiability of the current clause store and if it is only applied finitely many often during a proof attempt it also preserves completeness. If $A, B$ are minimal in the ordering, no inference on $A, B$ will be performed as long as other literals are contained in the respective clauses. So the different parts of the original clause don't interfere as long as they are completely resolved. This simulates splitting without the need to extend the notion of a clause store to a collection of clause stores and hence a less complicated implementation. The second advantage of this approach is that it does not introduce the inherent redundancy of an explicit splitting approach. The main disadvantage of this splitting style is that none of the generated clauses can be directly used for

```
1 Prover ( \(N\) )
    \(W o:=\emptyset ;\)
    Us \(:=\operatorname{ired}(N, N)\);
    While ( \(U s \neq \emptyset\) and \(\square \notin U s) \quad\{\)
        (Given, Us) \(\quad:=\) choose \((U s)\);
        Wo \(\quad:=W o \cup\{\) Given \(\}\);
        New \(\quad:=\inf (\) Given, Wo);
        \((N e w, W o, U s) \quad:=\operatorname{ired}(N e w, W o, U s) ;\)
\}
    If \((U s=\emptyset)\) then print "Completion Found";
    If \((\square \in U s)\) then print "Proof Found";
```

Table 2.4: The Overall Loop without Splitting
reductions, because the propositional variables $A, B$ must be new. This splitting style is available in the provers Saturate and Vampire, explicit splitting (Definition 2.3.25) is available in Spass.

### 2.4 Global Design Decisions

### 2.4.1 Main-Loop

The main-loop without splitting, Table 2.4, is a generalization of the main-loop introduced in Section 2.2, Table 2.1.

Compared to the simple, resolution-based prover, all inferences are computed in the extra function inf and (inter)reduction takes place in the function ired. In the automatic mode of SpASS, the inference rules applied in inf are chosen after an analysis of the input problem, such that the resultion calculus is sound and complete. For example, if the input problem contains no equality, the superposition/paramodulation rules are not activated or if the input problem is Horn, factoring rules are not needed. In Appendix 2.5.1 we sum up all Spass options needed to (de)activate the inference/reduction rules introduced in Section 2.3. Please note that a manual setting setting of inference/reduction rules can result in an unsound or incomplete calculus. Spass does not verify your manual settings.

The combination of the reduction rules gets more subtle compared to the combination of subsumption/tautology deletion presented in Section 2.2. The function ired serves this purpose, Table 2.6. Please recall that the terminator is integrated like an inference rule and hence does not show up. First, line 4, any newly derived clause is forward reduced with respect to the sets $W o$ and Us. The function fred is presented in detail in Table 2.5. The ordering of the tested forward reductions is determined by potential dependencies between the rules and by their respective implementation costs.

We don't consider the lazy reduction approach introduced in Section 2.2, Table 2.3. It is a bit tricky but not too difficult to develop it out of the presented full reduction algorithms. Inside the algorithms a redundant clause is not always directly deleted, but represented by the constant $T$.

In practice, tautology deletion (Table 2.5, line 2), elimination of trivial literals (line 4), condensation (line 5) and assignment equation deletion (line 6) are cheap operations, because only the derived clause has to be considered for testing their applicability. This is not completely true for the assignment equation deletion (see Definition 2.3.24), but the suggested syntactic domain size criterion can be tested once at the beginning of the search process, so no extra effort is necessary. Clauses that pass these tests, are checked for forward subsumption with respect to $W o$ and $U s$ (line 7) and for forward rewriting (line 8) where Hit is set to true, if a rewriting step actually took place. If a rewriting step is performed, the rules tautology deletion,

```
1 fred(Given, Wo, Us)
2 Given := taut(Given);
3 If (Given \(=T\) ) then return \((T)\);
4 Given :=obv(Given);
5 Given := cond(Given);
    Given \(:=\operatorname{aed}(\) Given, Wo, Us);
    If ( \(f s u b(\) Given, \(W o, U s))\) then return(T);
    (Hit, Given) :=frew(Given, Wo, Us);
    If (Hit) then \(\{\)
        Given := taut(Given)
        If (Given \(=\mathrm{T}\) ) then return \((\mathrm{T})\);
        Given := obv(Given);
        Given := cond(Given);
        If \((\) fsub (Given, Wo, \(U s))\) then return( \((\mathbf{T})\);
        \}
        Given := ssi(Given, Wo, Us);
        Given :=fmrr(Given, Wo, Us);
        Given := unc(Given, Wo, Us);
        Given := sst(Given, Wo, Us);
        return(Given);
```

Table 2.5: Forward Reduction

```
\(1 \operatorname{ired}(\) New, Wo, Us)
    While \((\) New \(\neq \emptyset) \quad\{\)
        (Given, New) \(:=\) choose(New);
        Given \(\quad:=\operatorname{fred}(\) Given, Wo, Us);
        If \((\) Given \(\neq \top)\) then \(\{\)
        \((N e w, W o, U s) \quad:=b s u b(G i v e n, N e w, W o, U s) ;\)
        (New, Wo, Us) \(\quad:=b m r r(G i v e n, N e w, W o, U s) ;\)
        \((N e w, W o, U s) \quad:=\operatorname{brew}(\) Given, New, Wo, Us);
        Us \(:=U s \cup\{\) Given \(\}\);
        \}
        \}
    return \((\emptyset, W o, U s)\);
```

Table 2.6: Interreduction
elimination of duplicate/trivial literals, condensation and forward subsumption are checked a second time (lines 10-14). Below is a simple example that demonstrates dependencies between the different reduction rules.

$$
\begin{aligned}
& \rightarrow f(x) \approx x \\
& \rightarrow a \approx b \\
P(f(x)) & \rightarrow P(x) \\
P(f(x)), P(b) & \rightarrow \\
P(a), P(c) & \rightarrow \\
P(g(f(x))), P(g(x)) & \rightarrow
\end{aligned}
$$

The clauses 3-6 are completely interreduced with respect to the reductions presented in Section 2.3. Rewriting with clause 1 into clause 3 generates a syntactic tautology, rewriting with clause 1 into clause 4 enables a further condensation step on clause 4 resulting in $4^{\prime}: P(b) \rightarrow$ and rewriting clause 5 with clause 2 produces $5^{\prime}: P(b), P(c) \rightarrow$ (assuming $a \succ b$ ) that is forward subsumed by clause $4^{\prime}$. After rewriting with clause 1, duplicate literal elimination can be applied to clause 6 .

Finally the reductions sort simplification (line 16), forward clause reduction (line 17), unit conflict (line 18) and static soft typing are tested. These reduction rules don't enable further applications of other rules, because they either strictly reduce the number of literals or reduce the clause to $T$ (static soft typing). In order to test the applicability of these rules the overall clause stores $W o$ and $U s$ must be considered.

All clauses that pass forward reduction (Table 2.6, line 4) are used for back reduction (lines 6-8) and are finally added to the Us set (line 9). Backward subsumption (line 6) deletes all clauses from Wo and Us that are subsumed by Given. Backward matching replacement resolution (line 7) tests all clauses in Wo and Us for matching replacement resolution with Given. Reduced clauses are always deleted from their respective source set and added to New. Back rewriting (line 8) behaves the same, but tests rewriting. The clauses in New are not directly tested for all these reduction rules. They are tested after having entered the $U s$ set. This is motivated by efficiency issues which we will discuss below.

The function choose (Table 2.6, line 3) selects a clause with the smallest number of symbols. Small clauses have a higher probability to reduce other clauses. For example, a subsuming clause must have fewer symbols (consider the discussion after Definition 2.3.16) than the clause it subsumes. For many other reductions like rewriting, selecting small clauses is still a good heuristic because the size ordering of terms is often included in the reduction ordering.

Note that a clause can be selected several times as Given clause in the while-loop of the interreduction

```
Prover ( \(N\) )
    Wo := Ø;
    Us \(\quad:=\operatorname{ired}(N, N)\);
    Stack := emptystack();
    While (Us \(\neq \emptyset\) and \((\square \notin U s\) or not stackempty \((\) Stack \())\) ) \{
        If \((\square \in U s)\) then
            (Stack, Wo, Us) := backtrack(Stack,Wo, Us);
        else \{
            (Given, Us) \(\quad:=\) choose (Us);
            If (splittable(Given)) then \{
            New := firstsplitcase(Given);
            Stack \(:=\) push(Stack, secondsplitcase(Given));
        \}
        else \{
            Wo := Wo \(\cup\{\) Given \(\}\);
            New := inf(Given, Wo);
        \}
        (New, Wo, Us) : \(=\operatorname{ired}(N e w, W o, U s) ;\)
        \}
\}
    If ( \(U s=\emptyset\) ) then print "Completion Found";
    If ( \(\square \in U s\) ) then print "Proof Found";
```

Table 2.7: The Overall Loop with Splitting
algorithm, if it is successfully reduced several times. Selecting small Given clauses tries to minimize the number of such situations.

The main-loop presented in Table 2.7 extends the already discussed main-loop of Table 2.4 with splitting. Whether Spass applies splitting or not depends on the input problem ${ }^{8}$ and can be controlled by the splitting option (see Appendix 2.5.2). In case splitting is not applied, executing the main-loop in Table 2.7 or Table 2.4 results in exactly the same behavior.

If splitting is possible (Table 2.7, line 10) it is preferred over all other inferences. The rationale behind this decision is that a splitting application results in a strictly smaller clause store collection. The exploration of the binary tree generated by the splitting rule is performed by a standard depth-first, backtracking search (lines 7, 11, 12). Compared to the Spass Versions 1.0.x, Version 2.0 has a more sophisticated splitting clause selection. It selects the clause with the highest unit reduction potential after the split.

All functions implementing inference/reduction operations have to be refined and must also consider the split level of a clause. Initially, all clauses have split level zero and the current split level is zero. Then any clause generated by a splitting inference gets the current split level plus one as its split level and the current split level is incremented. Clauses generated by all other inference/reduction rules get the maximal split level of their parent clauses as their new split level. Backtracking resets the current split level to the split level of the activated branch. But what happens if a clause $C$ is now subsumed by a clause $D$ with a

[^7]greater split level? We must not delete $C$, but only remove it from the current clause store, store it at $D$ 's split level on the split stack and reinsert it if backtracking considers that level. Clauses that are rewritten or reduced by clauses with a higher split level must be copied and also kept appropriately on the split stack.

Basically that is all to integrate splitting into a saturation based prover. Nevertheless, some refinements are possible. First, since all clauses have a split level, also the empty clause has a split level. This level indicates where backtracking should start to consider open branches and all branches at a higher split level can be discarded. For example, if we derive the empty clause at split level zero, then we can immediately stop and don't have to consider any further possibly open branches. Second, if we don't only store the split level with each clause but also a bit array with length of the split level, the following improvement is possible. The bit array is updated together with the split level and indicates every level that contributed to the clause. If we now derive an empty clause at some split level and detect that it does not depend on some earlier levels above the previous backtracking level that have open branches left, we can erase these levels, their split clauses and all clauses depending on these. We call this operation branch condensation and it is indispensable to make splitting feasible in practice. In the AI literature branch condensation it often referred to as dependency directed backtracking.

In Section 2.2 we also introduced a main-loop with lazy reduction, Table 2.3. Although we did not present it here, lazy reduction is also possible with the extended inference rule set and it is not too difficult to think of lazy extensions of the main-loops according to Table 2.3. Therefore, we omitted an extra presentation here.

### 2.4.2 Proof Documentation/Checking

By default, SPASS does not output a proof in case it derives the (final) empty clause nor does SpasS provide a final saturated set of clauses, in case all possible inferences have been performed without finding an empty clause. This can be changed by activating the proof documentation option (see Appendix 2.5.1).

Proof documentation is possible by implicitly or explicitly storing all clauses during the overall search process that might contribute to a proof. As a consequence, a run with proof documentation has a higher memory consumption and thus causes the prover to slow down. This effect is further supported by splitting applications, where all clauses from all significant branches must be kept as well. Therefore, in favor of execution speed, by default Spass does not output proofs (saturated clause stores). Nevertheless, Spass can handle proofs of several hundred thousand steps in reasonable time.

Automated proof checking is a very important topic in any theorem proving project. The inference/reduction rules are non-trivial to (efficiently) implement, so there is a high potential for bugs. This is also shown by several a posteriori disqualifications at the CASC theorem proving competitions happened so far [49]. Proofs of automated theorem provers cannot be checked by hand in practice. So there is a need for automated proof checking. Our solution is a separately implemented proof checker. The checker takes a proof and starts with an analysis of the splitting rule applications. The checker generates the binary tree resulting from subsequent splitting inference applications and tests whether all branches contain an empty clause, whether the split level assignments are done correctly and whether the splitting inference rule is applied in a sound way. Then the checker generates for every inference/reduction rule application the corresponding first-order theorem proving problem and provides it for a separate prover. The single step proof problems can typically be easily solved if they are correct. This way, it is possible to validate proofs up to several hundred thousand steps in reasonable time and that completely automatically. As such a proof checker solely relies on logical implication, it supports most of today's saturation-based inference systems and is robust against modifications to inference/reduction rules.

### 2.4.3 Data Structures and Algorithms

In Section 2.2 we discussed a simple prover based on resolution. In Section 2.4.1 we extended this prover to cope with the inference/reduction rules of SpaSS. For our simple resolution-based prover we already argued that

- the $U s$ set grows very fast,
- reductions are indispensable to reduce the number of clauses in the $U s$ set
- most of the time is spent with reductions.

The situation is getting even more dramatic if we consider the inference rules for equality introduced in Section 2.3 and the suggested main-loops (Table 2.4, Table 2.7). For example, if the selected Given clause $C$ in the main-loop contains a positive equation, then any non-variable subterm of any literal of a clause in Wo that unifies with the left or right hand side of the equation generates a new clause by paramodulation. If the considered left hand side is a variable then any subterm of any different clause unifies with the variable and produces a new clause via paramodulation. An example for such a clause is one that forces a finite, two element domain: $\rightarrow x \approx a, x \approx b$. Ordering restrictions improve the situation (not for the finite domain clause), but we nevertheless have to find reasonable ways to store large $U s$ sets and to efficiently find reduction/inference partners.

There are several solutions to these problems. We now focus on one solution and discuss alternatives at the end of this section. The first design decision in Spass is to store all atoms in Wo, Us in a shared way, respectively. That means every occurrence of any subterm of an atom in $U s(W o)$ exists exactly once and is shared by all superterms containing this subterm. The idea is to save space and to keep indexing structures small. As all terms are shared, any subterm is only submitted once to the indexing structure that provides retrieval for inferences/reductions. This works fine for ground terms, but in general clauses contain variables that are considered different if they occur in different clauses. Therefore, almost nothing can be shared between two different non-ground clauses. The solution to this problem is our second design decision that is to normalize variables of clauses. For any clause, if the clause is considered from left to right as a sequence of its literals, the variables are named with respect to their occurrence according to a fixed variable sequence. After normalization there is a high probability that clauses with variables share non-ground subterms. This is confirmed by experiments.

A consequence of this decision is that algorithms for unification/matching/generalization have to keep track of this fact. For example, we have variants of the unification algorithm that use two substitutions (which are called contexts inside the unification algorithm) in order to store bindings between variables for two terms stemming from two different clauses in an appropriate way. ${ }^{9}$

Putting newly generated clauses into a sharing/indexing data structure is extra effort. Since newly generated clauses have a high probability of being subsumed or reduced by already existing clauses, the New set (Table 2.4, 2.7, 2.6) is kept unshared. Furthermore, reductions are (by definition) destructive, so they can only be efficiently applied to unshared clauses. Shared clauses have to be extracted/copied from the sharing structure before modification, because destructive manipulation of shared terms may also effect other clauses where the considered reduction is not permitted. So any forward reduction to the Given clause inside the interreduction algorithm (Table 2.6) is done destructively, but before a back reduction operation can actually be performed (lines 6-8) the clause has to be extracted/copied from the Wo, Us sharing structure first. As it is unshared afterwards, it can be moved to the New set. At line 9 of the ired function (Table 2.6), the Given clause is inserted into the sharing/indexing structures of the Us set.

An alternative solution not implemented in Spass is to completely abstract from variable positions, e.g., by introducing one dummy variable for all occurring variables. We build one or several atom/term trees that represent all atoms/terms without considering variables to be different. These trees are then linked to the real atoms/terms and efficient algorithms can be devised to search for candidate atoms/terms out of such skeleton trees. Atoms/terms found this way are still candidates, because of the variable abstraction. They have then to be verified by the appropriate matching/unification test. The so called discrimination trees support such an approach.

If we resign from complete interreduction and focus on lazy reduction (see Table 2.3), no reduction rule needs to be tested with respect to the $U s$ set. So inserting the $U s$ clauses into an indexing structure for access is not needed. The $U s$ clauses are only needed to provide a pool from which the next Given clause is selected. To this end, we only need the necessary information for the choose function and the clause itself. If the choose function relies on size, the necessary information is simply a number. Since all Us clauses are children of two Wo clauses, instead of storing the clause, we store the numbers of the parents

[^8]and the way it was generated represented by, say, one extra number. So, every clause in the $U s$ set can be represented by four numbers, in practice in constant space. This results in a huge reduction of memory consumption and hence in an increase of execution speed. The Waldmeister system (see Appendix 2.7) can treat the Us set this way. Note that the extra time needed to generate the Given clause can be neglected. In case a parent of a selected Given clause is no longer in the Wo set, it must have become redundant, hence the Given clause is redundant as well and needs not to be considered.

A further possibility to restrict the number of clauses in the $U s$ set is to simply throw away clauses. This may cause incompleteness of the theorem prover. Such techniques are available in Fiesta, Otter, SPASS and Vampire, see Appendix 2.7 and the discussion in Section 2.2.

### 2.5 Spass Version 2.0 Options

From a (unix) shell, SpASS is called

```
SPASS [options] [<input-file>]
```

where options influence the behavior of the prover. Here, we only introduce SpASS options that relate to the content of this chapter. Further options, e.g., options controlling the output, are documented in the Spass man-pages. The options discussed here apply to Spass Versions 2.0. Options can be set to integer values. For boolean options 0 means falsity and 1 means truth. For example, the option $-I M P m=1$ enables the inference rule merging paramodulation which can be abbreviated by $-I M P m$ whereas $-I M P m=0$ disables the inference rule.

### 2.5.1 Control

Auto Automatic Mode, after a problem analysis, all options are set automatically.
FullRed Full Reduction, Section 2.2. If full reduction is enabled, the overall Spass loop corresponds to the loop presented in Table 2.1, if the option is disabled, it corresponds to the lazy reduction loop presented in Table 2.3.
BoundMode Bound Mode selects the mode for resource controlled generation of the search space, Section 2.2. If set to 1 clauses are weight restricted, if set to 2 clauses are depth restricted.
BoundStart Bound Start determines the start value for resource restriction, Section 2.2.
BoundLoops Bound Loops determines the number of resource restricted main-loop iterations.
DOCProof activates proof documentation.

### 2.5.2 Inference Rules

I SoR Sort Constraint Resolution, Definition 2.3.3.
IEmS Empty Sort, Definition 2.3.4.
IEqR Equality Resolution, Definition 2.3.7.
IERR Reflexivity Resolution, Definition 2.3.7.
ISpI Superposition Left, Definition 2.3.8.
IOPm $\quad$ Ordered Paramodulation, Definition 2.3.8 and Definition 2.3.9.
ISPm (Standard) Paramodulation, Definition 2.3.8 and Definition 2.3.9.
ISpR Superposition Right, Definition 2.3.9.
IOF C Ordered Factoring, Definition 2.3.10.
ISF C (Standard) Factoring, Definition 2.3.10.
IEqF Equality Factoring, Definition 2.3.11.

IMPm Merging Paramodulation, Definition 2.3.12.
IORe Ordered Resolution, Definition 2.3.13.
ISRe (Standard) Resolution, Definition 2.3.13.
IOHy Ordered Hyper Resolution, Definition 2.3.14.
ISHy (Standard) Hyper Resolution, Definition 2.3.14.
Splits Splitting, Definition 2.3.25. The option determines the number of splitting applications where any negative number means that splitting is not restricted.

### 2.5.3 Reduction Rules

| RSSi | Sort Simplification, Definition 2.3.5. |
| :---: | :---: |
| RSST | Static Soft Typing, Definition 2.3.6. |
| RObv | Trivial Literal Elimination, Definition 2.3.15. |
| RFSub | Forward Subsumption Deletion, Definition 2.3.16, Table 2.5. |
| RBSub | Backward Subsumption Deletion, Definition 2.3.16, Table 2.6. |
| RCon | Condensation, Definition 2.3.17. |
| RTaut | Tautology Deletion, Definition 2.3.18. If the option is set to 1 only syntactic tautologies are eliminated. If it is set to 2 , semantic tautologies are deleted as well. |
| RUnC | Unit Conflict, Definition 2.3.19. |
| RTer | Terminator, Definition 2.3.19, where the value of the option determines the number of non-unit clause occurrences in the searched refutation. |
| RFMMR | Forward Matching Replacement Resolution, Definition 2.3.20, Table 2.5 . |
| RBMMR | Backward Matching Replacement Resolution, Definition 2.3.20, Table 2.6. |
| RFRew | Forward Rewriting, Definition 2.3.21 and Definition 2.3.22, Table 2.5. |
| RBRew | Backward Rewriting, Definition 2.3.21, Table 2.6. |
| RAED | Assignment Equation Deletion, Definition 2.3.24. If set to 2, it is assumed that any model has a non-trivial domain and the corresponding eliminations are performed. |

### 2.6 Pointers into the Spass Source Code

The below tabular relates algorithms presented in this chapter to the actual source code. It is meant to provide a starting point to explore further details or to adapt the code to personal desires. For every topic, we point to the SPASS source file and the name of the corresponding function.

```
Main-Loop, Table 2.7 }\longrightarrow\mathrm{ top.c
    top_ProofSearch
fred, Table 2.5 }\longrightarrow\mathrm{ rules-red.c
    \longrightarrow ~ r e d \_ C o m p l e t e R e d u c t i o n O n D e r i v e d C l a u s e ~
ired, Table 2.6 }\longrightarrow\mathrm{ rules-red.c
    red_CompleteReductionOnDerivedClauses
    inf, Table 2.7 }\longrightarrow\mathrm{ rules-inf.c
    M inf_DerivableClauses
```


### 2.7 Links to Saturation Based Provers

Bliksem by Hans de Nivelle

```
http://www.mpi-sb.mpg.de/~nivelle/
```

| Discount | by Jörg Denzinger |
| :---: | :---: |
|  | http://agent.informatik.uni-kl.de/denzinge/denzinger.html by Stephan Schulz [44] |
|  | http://wwwjessen.informatik.tu-muenchen.de/personen/schulz.html |
| Fiesta | by Robert Nieuwenhuis, Pilar Nivela and Guillem Godoy |
|  | http://www.lsi.upc.es/~roberto/ |
| Gandalf | by Tanel Tammet |
|  | http://www.cs.chalmers.se/~tammet/gandalf/ |
| Otter | by William McCune [32] |
|  | http://www-unix.mcs.anl.gov/AR/otter/ |
| Saturate | by Harald Ganzinger, Robert Nieuwenhuis and Pilar Nivela [36] |
|  | http://www.mpi-sb.mpg.de/SATURATE/ |
| Spass | by Christoph Weidenbach, Bijan Afshordel, Enno Keen, Christian Theobalt, Dalinor Topić [54] |
|  | http://spass.mpi-sb.mpg.de/ |
| Vampire | by Alexandre Riazanov and Andrei Voronkov [40] |
|  | http://www.cs.man.ac.uk/fmethods/vampire/ |
| Waldmeister | by Arnim Buch, Thomas Hillenbrand, Roland Vogt, Bernd |
|  | Löchner and Andreas Jaeger [25] |
|  | http://agent.informatik.uni-kl.de/waldmeister/ |
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## Chapter 3

## dfg2dfg

### 3.1 Introduction

The tool dfg2dfg allows the user to calculate some approximation of a clause set. It is named dfg2dfg because it first reads clauses from an input file in DFG syntax [1]. It then calculates some approximation of the clause set depending on command line options. Finally it writes the approximated clause set in DFG syntax to a file.

### 3.2 Synopsis

```
dfg2dfg [-horn] [-monadic] [-linear] [-shallow] infile [outfile]
```

If neither infile nor outfile are given, dfg2dfg reads from standard input and writes to standard output. If one file name is given, it reads from that file and writes the output to standard output. If more than one file name is given, dfg2dfg reads from the first file and writes to the second.

The following sections describe the effects of the command line options. We are using a notation similar to the notation of reduction rules [2]:

$$
\begin{gathered}
\Theta \| \Gamma \rightarrow \Delta \\
\hline \Psi_{1} \| \Pi_{1} \rightarrow \Lambda_{1} \\
\vdots \\
\Psi_{n} \| \Pi_{n} \rightarrow \Lambda_{n}
\end{gathered}
$$

Such a rule is applied to a clause set $P$ by selecting a clause $\Theta \| \Gamma \rightarrow \Delta$ from $P$ and replacing it by the clauses $\Psi_{i} \| \Pi_{i} \rightarrow \Lambda_{i}$. A transformation is calculated by recursively applying the corresponding rule. The calculation stops when the rule isn't applicable to any clause from the clause set.

### 3.3 Transforming a clause to a Horn clause

This transformation is enabled with the -horn command line option. The rule is

$$
\begin{gathered}
\Theta \| \Gamma \rightarrow E_{1}, \ldots, E_{n} \\
\Theta \| \Gamma \rightarrow E_{1} \\
\vdots \\
\Theta \| \Gamma \rightarrow E_{n}
\end{gathered}
$$

where $n \geq 2$ and $E_{1}, \ldots, E_{n}$ are equality or non-equality literals.

### 3.4 Transformation to monadic literals

The following two transformations are enabled with the -monadic command line option. They transform nonmonadic non-equality literals into monadic literals. Note that equality literals are not transformed.

### 3.4.1 Transformation by term encoding

This transformation is enabled with the option -monadic, which is equivalent to -monadic=1. It is described by the rule

$$
\frac{\Theta \| \Gamma \rightarrow P\left(t_{1}, \ldots, t_{n}\right), \Delta}{\Theta \| \Gamma \rightarrow T\left(p\left(t_{1}, \ldots, t_{n}\right)\right), \Delta}
$$

where $p$ is a new function corresponding to the predicate $P$ and $T$ is a special predicate. All occurrences of $P$ in the clause set are transformed into the same function $p$. Constraint and antecedent literals are transformed in a similar way. This approximation is equivalence preserving.

### 3.4.2 Transformation by projection

This transformation is enabled with the option-monadic=2. It is described by the two rules

$$
\begin{array}{cc}
\Theta \| P\left(t_{1}, \ldots, t_{n}\right), \Gamma \rightarrow \Delta & \Theta \| \Gamma \rightarrow P\left(t_{1}, \ldots, t_{n}\right), \Delta \\
1\left(t_{1}\right), \ldots, P_{n}\left(t_{n}\right), \Gamma \rightarrow \Delta & \Theta \| \Gamma \rightarrow P_{1}\left(t_{1}\right), \Delta \\
\vdots \\
& \Theta \| \Gamma \rightarrow P_{n}\left(t_{n}\right), \Delta
\end{array}
$$

where $P_{1}, \ldots, P_{n}$ are some new predicates. All occurrences of $P$ in the clause set are transformed into the same predicates $P_{1}, \ldots, P_{n}$. Constraint literals are transformed similar to antecedent literals.

### 3.5 The linear approximation of a clause

A term is called linear, if it contains no repeated variables. This transformation generates the linear approximation of a clause with monadic literals by replacing a variable $x$ repeated within the succedent by some new variable $x^{\prime}$. Note that the transformation isn't applicable to clauses containing equality or non-monadic literals. This transformation is enabled with the-linear option. It is described by the rule

$$
\frac{\Theta \| \Gamma \rightarrow A[x]_{p}, B[x]_{q}, \Delta}{\Theta^{\prime} \sigma, \Theta \| \Gamma^{\prime} \sigma, \Gamma \rightarrow A, B\left[q / x^{\prime}\right], \Delta}
$$

where (i) all literals are monadic, (ii) $A \neq B$ or $p \neq q$, (iii) $x^{\prime}$ is a new variable, (iv) $\sigma=\left\{x \rightarrow x^{\prime}\right\},(\mathrm{v}) \Theta^{\prime}=\{L \in$ $\Theta \mid x \in \operatorname{vars}(L)\}$ and (vi) $\Gamma^{\prime}=\{L \in \Gamma \mid x \in \operatorname{vars}(L)\}$.

### 3.6 The shallow approximation of a clause

We implemented three kinds of transformations with different requirements for the input clause and different output clauses. The transformations are enabled with the - shallow option. Note that the rules aren't applicable to non-horn clauses.

### 3.6.1 The strict version

This transformation is enabled with the -shallow option, which is equivalent to -shallow=1. It is described by the rule

$$
\begin{gathered}
\Theta \| \Gamma \rightarrow P\left(t[s]_{p_{1}}\right) \\
\hline S(x), \Theta_{1} \| \Gamma_{1} \rightarrow P\left(t\left[p_{1}, \ldots, p_{n} / x\right]\right) \\
\Theta_{2} \| \Gamma_{2} \rightarrow S(s)
\end{gathered}
$$

where (i) all literals are monadic and all terms in $\Theta, \Gamma$ are variables, (ii) $s$ is a complex term at non-top position $p$ in $t$, (iii) $\operatorname{vars}(s) \cap \operatorname{vars}\left(P\left(t\left[p_{1}, \ldots, p_{n} / c\right]\right)\right)=\emptyset$, where $c$ is an arbitrary constant and $p_{1}, \ldots, p_{n}$ are all positions of $s$ in $t$, (iv) $x$ is a new variable and $S$ is a new predicate, (v) $\Theta_{1}$ and $\Theta_{2}$ are a partition of $\Theta$, with $\Theta_{2}=\{L \in \Theta \mid \operatorname{vars}(L) \subseteq$ $\operatorname{vars}(s)\}$ and (vi) $\Gamma_{1}$ and $\Gamma_{2}$ are a partition of $\Gamma$, with $\Gamma_{2}=\{L \in \Gamma \mid \operatorname{vars}(L) \subseteq \operatorname{vars}(s)\}$. Note that all occurrences of $s$ in $t$ are replaced simultaneously. This transformation is equivalence preserving with respect to the extension of $P$ in the minimal model.

### 3.6.2 A more relaxed version

This version uses the same rule as the strict version, but condition (iii) is omitted. This results in an upper approximation of $P$. This transformation is enabled with the - shallow $=2$ option.

### 3.6.3 The least restricted version

This transformation is enabled with the -shallow=3 option. It uses the rule

$$
\begin{gathered}
\Theta \| \Gamma \rightarrow P\left(t[s]_{p_{1}}\right) \\
\hline S(x), \Theta \| \Gamma \rightarrow P\left(t\left[p_{1}, \ldots, p_{n} / x\right]\right) \\
\Theta \| \Gamma \rightarrow S(s)
\end{gathered}
$$

where (i) all literals are monadic, (ii) $s$ is a complex term at non-top position $p_{1}$ in $t$ and $p_{1}, \ldots, p_{n}$ refer to all positions of $s$ in $t$ and (iii) $x$ is a new variable and $S$ is a new predicate. Note that $\Theta$ and $\Gamma$ may contain non-variable terms and that $s$ and $t\left[p_{1}, \ldots, p_{n} / c\right]$ (where $c$ is an arbitrary constant) may share variables. In contrast to the other two versions all negative literals are copied into all resulting clauses. This transformation is an upper approximation of $P$.

### 3.7 Combining several transformations

It is possible to combine several of the transformations described above. However, transformations from the sections 3.4 or 3.6 aren't combinable with other transformations from the same section, because they have the same goal. But for the other transformations the order of their application becomes important if several transformations are combined. For example a transformation to monadic literals should be applied before the linear transformation because the latter requires monadic literals. If the transformations are applied in this order it might be possible to apply the second transformation more often. dfg2dfg therefore applies the transformations in the same order as the order of their description in this paper. That means transformations are applied in the following order:

1. transformation to horn clauses
2. transformation to monadic literals
3. linear transformation
4. shallow transformation.

The shallow transformation is applied last because it has the most preconditions.
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## Chapter 4

## EML Logic Features

### 4.1 Introduction

This chapter describes the features and facilities for supporting automated reasoning in a large class of related logics which we refer to as EML logics (short for extended modal logics). Support for EML logics was implemented from 1998 onwards in the MSPASS theorem prover [11, 13, 20] as an extension of Spass 1.0. This code has been integrated and upgraded with respect to Spass 3.0 (and Flotter 3.0) so that support for modal, relational and description logic reasoning is now immediately available to SpASS users (as had been planned from the outset) and the latest SPASS technology is immediately available to MSPASS users.
$E M L$ logics include (traditional) propositional modal logics such as $K_{(m)}, K D_{(m)}, K T 4_{(m)}$ etc., which play an important role e.g. in the specification of multi-agent systems. $E M L$ logics also include dynamic modal logics [22] which are PDL-like modal logics in which the modal operators are parameterized by relational formulas. These can be used to formalize dynamic notions such as actions or programs and are useful in linguistic or AI applications. Examples of dynamic modal logics are Boolean modal logic, tense logic, information logics, logics expressing inaccessibility and sufficiency, Peirce logic, as well as a large class of description logics. The EML class further includes relational logics, i.e. logical versions of Tarski's relation algebras. The strongest dynamic modal logic that the prover supports is Peirce logic [22, 23] or equivalent logics. Spass handles these logics by translation to first-order logic.

With the EML facilities SpasS supports the following kind of reasoning for $E M L$ logics.

1. For dynamic modal logics and relational logics: non-logical axioms, modal operators characterized by any first-order frame correspondence properties, relational symbols satisfying any first-order properties, specification of concrete worlds as constants, (first-order) relationships between concrete worlds, specifications of frames and models.
2. For description logics: the corresponding features, including terminological axioms, TBox and RBox statements, and ABox statements for concept and role expressions.

Because Spass is a first-order resolution prover its capabilities as a modal, relational or description logic prover are very different and more varied than those of other provers for these logics. It is possible to use Spass as a decision procedure for a large class of $E M L$ logics. For instance, it decides extensions of Boolean modal logic with converse, domain/range restriction, and positive occurrences of composition, and the corresponding description logics, i.e. extensions of $\mathcal{A L B}$ with positive occurrences of composition. Spass is a decision procedure for many solvable first-order fragments including the guarded fragment, Maslov's class K, first-order logic in two variables, the clausal class $D L^{*}$, and many decidable quantifier prefix classes. No other (special-purpose) prover currently decides these logics. Using the features of SPASS it possible to approximate the behaviour of modal and description logic tableau provers with SPASS. Additionally, SpASS can be used as a model finder. For details and references please consult the survey papers [12, 22] (see also [4, 8, 21]).

In the following we assume terminology and notation of dynamic modal logic and Peirce logic as described in [22]. We do not discuss description logics and relational logics separately because

1. description logics and dynamic modal logics can be viewed as syntactic variants of each other, and
2. dynamic modal logics can be viewed as two-sorted combinations of relational logics and propositional logic and therefore cater also for relational logics.

### 4.2 Dynamic modal logics

This section defines the class of dynamic modal logics [22] in which Peirce logic is the strongest logic and the basic multi-modal logic $K_{(m)}$ is the weakest logic. Peirce logic is a logical formalisation of representable Peirce algebras [14, 23] and is closely related to de Rijke's dynamic modal logic [5].

Formally, Peirce logic is the modal logic defined over relations which form a relation algebra. The language of Peirce logic consists of two syntactic types: dynamic modal formulas and relational formulas. The logical connectives are

1. the connectives of the modal logic $K_{(m)}$, with the difference that the modal operators are indexed with relational formulas, instead of just numbers,
2. the standard connectives of relational logics, namely: ; (composition), ${ }^{\smile}$ (converse), id (identity), and
3. a left cylindrification operator ${ }^{c}$.

Instead of the left cylindrification operator one could have chosen the test operator of $P D L$, domain restriction, range restriction, or cross product, cf. [3]; the symbol id is a logical constant which is interpreted as the identity relation. Given countably many propositional variables denoted by $p_{j}$, and countably many relational variables, denoted by $r_{i}$, dynamic modal formulas and relational formulas are generated according to the following production rules.

Dynamic modal formulas:

$$
\begin{array}{lll}
\phi & \longrightarrow & p_{j}|\neg \phi| \phi \wedge \phi \mid[\alpha] \phi \\
\alpha & \longrightarrow & r_{j}|\neg \alpha| \alpha \wedge \alpha|\alpha ; \alpha| \alpha^{\smile}|i d| \phi^{c}
\end{array}
$$

are defined inductively as follows.
We define the set of formulas of Peirce logic to be the set of dynamic modal formulas. The definition in [23] allows also relational formulas as first-class citizens, but these can be expressed in terms of dynamic modal formulas (see below). This variation in the definition is thus inconsequential.

The semantics of Peirce logic is defined in terms of frames, where a frame is a tuple $(W, R)$ of a nonempty set $W$ (of worlds) and a mapping $R$ from relational formulas to binary relations over $W$ satisfying:

$$
\begin{aligned}
R_{\neg \alpha} & =W^{2} \backslash R_{\alpha} \\
R_{\alpha \wedge \beta} & =R_{\alpha} \cap R_{\beta} \\
R_{\alpha ; \beta} & =R_{\alpha} ; R_{\beta} \\
R_{\alpha^{\smile}} & =R_{\alpha}^{\smile} \\
R_{i d} & =I d_{W} \\
R_{\phi^{c}} & =\left\{(x, y) \in W^{2} \mid x \in v(\phi)\right\} .
\end{aligned}
$$

Here and in the rest of the paper we prefer to use the notation $R_{\alpha}$ instead of $R(\alpha) . I d_{W}$ denotes the identity relation on the set $W$, while $R^{\triangleleft}$ denotes the converse (or inverse) of a relation $R$. A model is now given by a triple $\mathcal{M}=(W, R, v)$, where $(W, R)$ is a frame and $v$ is a mapping from propositional variables to
subsets of $W$ satisfying:

$$
\begin{aligned}
& \mathcal{M}, x \models p \text { iff } x \in v(p) \\
& \mathcal{M}, x \models \neg \phi \text { iff } \mathcal{M}, x \not \models \phi \\
& \mathcal{M}, x \models \phi \wedge \psi \text { iff both } \mathcal{M}, x \models \phi \text { and } \mathcal{M}, x \models \psi \\
& \mathcal{M}, x \models[\alpha] \phi \text { iff }(x, y) \in R_{\alpha} \text { implies } \mathcal{M}, y \models \phi, \text { for any } y \in W
\end{aligned}
$$

If $\mathcal{M}, x \models \varphi$ holds then we say $\varphi$ is true at $x$ in $\mathcal{M}$ and that $\mathcal{M}$ satisfies $\varphi$. A modal formula $\varphi$ is satisfiable iff there exists a model $\mathcal{M}$ and a world $x$ in $\mathcal{M}$ such that $\mathcal{M}, x \models \varphi$. A modal formula is valid in a frame iff it is valid in all models based on the frame.

We can define numerous other connectives in Peirce logic. For example:

Relational sum:
Domain restriction:
Range restriction:
Test:
Universal modality:

$$
\begin{aligned}
\alpha \dagger \beta & ={ }^{\operatorname{def}} \neg((\neg \alpha) ;(\neg \beta)) \\
\alpha \mid \phi & ={ }^{\operatorname{def}} \alpha \wedge \phi^{c} \\
\alpha \mid \phi & ={ }^{\operatorname{def}}\left(\alpha^{\smile} \upharpoonleft \phi\right)^{\smile} \\
\phi ? & ={ }^{\operatorname{def}} i d \wedge \phi^{c} \\
{[\top] \phi } & ={ }^{\operatorname{def}}[r \vee \neg r] \phi \quad \text { where } r \text { denotes some relational variable }
\end{aligned}
$$

Relational formulas as 'independent' formulas are implicit in all dynamic modal logics with relational negation and relational conjunction or disjunction. For example, implication between relational formulas can be defined by

$$
(\alpha \supset \beta)=^{\operatorname{def}} \top \supset[\alpha \wedge \neg \beta] \perp
$$

Then it is also possible to specify properties of the underlying accessibility relations. Figure 4.1 gives some properties of the accessibility relation associated with $r$ which can be specified by relational formulas in Peirce logic. In the figure the relational operators are assumed to have higher priority than $\supset$.

| Property of $R_{r}$ | Relational formula | Property of $R_{r}$ | Relational formula |
| :--- | :--- | :--- | :--- |
| reflexivity | id $\supset r$ | transitivity | $r ; r \supset r$ |
| symmetry | $r \supset r^{\smile}$ | functionality | $r^{\smile} ; r \supset$ id |
| seriality | $\mathrm{\top} \supset r ; \top$ or $\top \supset\langle r\rangle \top$ | Euclideanness | $r ; r^{\smile} \supset r$ |

Figure 4.1: Relational properties expressed as relational formulas.
The basic multi-modal logic $K_{(m)}$ is the reduct of Peirce logic in which relational formulas are limited to $m$ relational variables $r_{j}$. Dynamic modal logics are defined over the language of $K_{(m)}$ but include in addition to the operators of $K_{(m)}$ and relational variables also finitely many relational operators $\star_{1}, \ldots, \star_{k}$. We assume that these relational operators are definable in terms of the operators of Peirce logic. A logic $K_{(m)}\left(\star_{1}, \ldots, \star_{k}\right)$ is then defined to be the multi-modal logic defined over relations closed under the settheoretic operations corresponding to the relational operators $\star_{1}, \ldots, \star_{k}$. The class of dynamic modal logics forms therefore a lattice in which $K_{(m)}$ is the weakest logic and every other logic is obtained by enhancing the language with one or more relational operators $\star_{i}$. Clearly some of the logics in this lattice are expressively equivalent. Peirce logic is equivalent to the top element in the lattice. Tense logic coincides with the logic $K_{(m)}(\smile)$, Boolean modal logic coincides with $K_{(m)}(\neg, \wedge)$, and the description logic $\mathcal{A L B}[10]$ coincides with $K_{(m)}(\neg, \wedge, \smile, 1)$.

### 4.3 Overview of $\boldsymbol{E M L}$ input specifications

The dfg input language of SPASS was extended to support the input of EML problems without changing the syntax for formulas in first-order logic or clause form. EML problems are specified with new, special types of formulas using
list_of_special_formulas(axioms,EML)
for axioms and
list_of_special_formulas(conjectures,EML)
for conjectures. Currently the only class of special formulas are EML formulas. EML formulas include firstorder formulas, Boolean type formulas and relational type formulas. First-order formulas are specified with formula using the familiar dfg syntax. Boolean type formulas are specified with either
prop_formula or concept_formula,
and relational formulas with either
rel_formula or role_formula.

Boolean and relational type formulas can be constructed using common modal, relational and description logic operators. The pre-defined logical operators include the following.

- The standard Boolean operators (for all three types of formulas): true, false, not, and, or, implies (subsumed by), implied (subsumes), and equiv. These operators have different semantics depending on the type of formulas they combine.
- Multi-modal operators with atomic or complex relational arguments: dia and box (synonyms are some and all), as well as domain and range.
- Additional relational operators: comp (composition), sum (relational sum), conv (converse), id (the identity relation), and div (the diversity relation).
- test (test), domrestr (domain restriction) and ranrestr (range restriction).

Apart from their usual interpretation in propositional logic and first-order logic, the (nullary) operators true and false may also be used as Boolean or relational formulas. true used as a Boolean type, resp. relational type, represents the universal set, the universal (binary) relation, or truth in first-order logic. Similarly, fal se represents either, the empty set, the empty relation or falsum.

We give three examples of $E M L$ formulas, two Boolean type formulas and one relational type formula.

```
prop_formula( implies(box(bel1,p), box(know1,box(bel1,p))) ).
concept_formula( implies(expert_AR,
    not(some(not(has_studied),proof_methods))) ).
```

(4.1) is an example from modal logic and says that if agent 1 believes $p$ then it knows that it believes $p$, i.e. it is aware that it believes $p$. The example (4.2) is a description logic example; it says that an expert in automated reasoning is someone who has studied every proof method. This kind of example cannot be handled by current tableau-based description logic provers because it requires negation of roles. (4.3) is the way to express transitivity of a relation in relational logic (or in description logics).

Boolean- and relational-type atomic formulas must be declared as nullary predicates in the declaration section of the input file (because the supported EML logics are propositional non-classical logics defined over languages free of first-order variables).

For EML problems it is sometimes useful to specify the first-order predicate symbols to which the nullary Boolean and relational predicate symbols are mapped. This can be done with a new kind of declaration statement. For example,

$$
\text { translpairs }(p, Q p)
$$

causes the nullary symbol $p$ to be translated to a first-order predicate symbol with the name $Q \mathrm{p}$. Qp should be declared as a unary (resp. binary) predicate symbol if p is a Boolean (resp. relational) symbol.

The new extended dfg is sufficient to support the following.

- For dynamic modal logics and relational logics: non-logical axioms, modal operators characterised by any first-order frame correspondence properties, relational symbols satisfying any first-order properties, specification of concrete worlds as constants, (first-order) relationships between concrete worlds, specifications of frames and models.
- For description logics: the corresponding features, including terminological axioms, TBox and RBox statements, ABox statements for concept and role expressions,

A more detailed, formal specification of the input language with examples of input files in the extended dfg format can be found in [24].

### 4.4 Translation mappings

Boolean and relational type formulas are translated into first-order formulas using one of numerous translation methods. Table 4.1 summarizes the implemented translation methods.

| Translation method | Options |
| :--- | :--- |
| relational translation | -EMLTranslation=0 (default) |
| (monadic) functional translation | -EMLTranslation=1 |
| polyadic functional translation | -EMLTranslation=1 -EMLEuncNary=1 |
| (monadic) optimized functional translation | -EMLTranslation=2 |
| polyadic optimized functional translation | -EMLTranslation=2 -EMLFuncNary=1 |
| semi-functional translation | -EMLTranslation=3 |
| relational-functional translation | -EMLTranslation=0 -EMLFuncNary=1 |
| relational-relational translation | -EML2Rel=1 [-EMLTranslation=0] |

Table 4.1: Available translation methods
The different translation methods are based on first-order encodings of the different ways of defining the semantics of the logics. The basis for the relational translation, or standard translation, method is the standard set-theoretic semantics of $E M L$ logics. It is implemented for all Boolean and relational $E M L$ formulas. The basis for the different functional translations is the functional semantics of traditional modal logics. The optimized functional translations are obtained from the functional translations by a nonstandard quantifier exchange operation, which is implemented by replacing non-constant Skolem terms by Skolem constants. The polyadic functional translation methods are variations of functional translation methods and differ in the way they encode world paths (transition sequences). The polyadic translations avoid the use of an extra function symbol by using n -ary predicates of different arities. The semi-functional translation approach is a mixture of the relational and functional translation approaches. It translates box modalities in the standard relational way, while diamond modalities are translated functionally. The relational-functional translation method, or tree-layered relational translation, is a variation of the relational translation specialized for the basic modal logic $K_{(m)}$. The relational-relational translation converts Boolean EML formulas into the relational formulas via a cylindrification operation. All translation methods are sound and complete for the logics they are implemented for and have linear time complexity.

The transformation of non-first-order EML formulas into first-order logic can be specified with the -EMLTranslation option. Unless output is disabled, the prover outputs the translated formulas using the indicators as specified in Table 4.2.

The different transformation mappings are described in more detail in the following sections. The relational translation, the relational-functional translation and the relational-relational translation are collectively referred to as relational translation mappings and are discussed in Sections 4.4.1, 4.4.7, and 4.4.8. The monadic and polyadic, optimised and non-optimised functional translations and the semifunctional translation are collectively referred to as functional translation mappings and are discussed in Sections 4.4.2-4.4.6.

| Translation method | Output indicator |
| :--- | :--- |
| relational translation | RelTr |
| (monadic) functional translation | FuncTr |
| polyadic functional translation | FuncFIr |
| (monadic) optimised functional translation | (FuncTr) |
| polyadic optimised functional translation | (FuncFTr) |
| semi-functional translation | SemiFuncTr |
| relational-functional translation | RelFuncTr |
| relational-relational translation | Rel |

Table 4.2: Translation output indicators

### 4.4.1 Standard relational translation method

The standard relation translation is enabled by -EMLTranslation $=0$. This is the default setting for -EMLTranslation. It is implemented for all $E M L$ formulas. It maps formulas into fragments of firstorder logic defined over unary and binary symbols [12, 22]. These are uninterpreted unless properties have been specified in the input file.

The relational translation is determined by the usual Kripke semantics. For instance, the standard relational translation of Peirce logic into first-order logic is specified by the following.

For dynamic modal formulas:

$$
\begin{aligned}
\pi_{r}(p, x) & =Q_{p}(x) \\
\pi_{r}(\neg \phi, x) & =\neg \pi_{r}(\phi, x) \\
\pi_{r}(\phi \wedge \psi, x) & =\pi_{r}(\phi, x) \wedge \pi_{r}(\psi, x) \\
\pi_{r}([\alpha] \phi, x) & =\forall y\left(\tau_{r}(\alpha, x, y) \supset \pi_{r}(\phi, y)\right)
\end{aligned}
$$

For relational formulas:

$$
\begin{aligned}
\tau_{r}(r, x, y) & =Q_{r}(x, y) \\
\tau_{r}(\neg \alpha, x, y) & =\neg \tau_{r}(\alpha, x, y) \\
\tau_{r}(\alpha \wedge \beta, x, y) & =\tau_{r}(\alpha, x, y) \wedge \tau_{r}(\beta, x, y) \\
\tau_{r}\left(\alpha^{\smile}, x, y\right) & =\tau_{r}(\alpha, y, x) \\
\tau_{r}(\alpha ; \beta, x, y) & =\exists z\left(\tau_{r}(\alpha, x, z) \wedge \tau_{r}(\beta, z, y)\right) \\
\tau_{r}\left(\phi^{c}, x, y\right) & =\pi_{r}(\phi, x) \\
\tau_{r}(i d, x, y) & =x \approx y
\end{aligned}
$$

$Q_{p}$, respectively $Q_{r}$, denote a unary, respectively binary, predicate symbol uniquely associated with the propositional symbol $p$, respectively the relational symbol $r$.

Let $L$ be a logic in the lattice of dynamic modal logics and let $\Sigma$ be a (possibly empty) set of first-order relational frame properties. Then we have that, for any formula $\varphi$,

1. $\pi_{r}(\varphi, x)$ can be computed in linear time, and
2. $\varphi$ is satisfiable in $L$ with respect to $\Sigma$ iff $\Sigma \wedge \exists x \pi_{r}(\varphi, x)$ is first-order satisfiable [22].

### 4.4.2 (Monadic) Functional translation method

The (monadic) functional translation method is enabled by -EMLTranslation=1. It is implemented for the basic multi-modal logic $K_{(m)}$ possibly with serial (total) modalities (-EMLTheory=1), plus frames (atom structures) and models, and non-logical axioms. The corresponding decription logics are $\mathcal{A L C}$ with concept ABox statements (concept and role assertions) and TBox statements (general inclusion and equivalence axioms), and total roles.

The functional translation transforms modal formulas into a fragment of monadic many-sorted firstorder logic. The sorts are: $S_{W}$ for the set of worlds $W, S_{i}$ for each modality $\square_{i}$ in the logic. For each $i$ there is a binary, left-associative function $[\cdot, \cdot]_{i}$ of sort $S_{W} \times S_{i} \rightarrow W$. There are special unary predicates nde ${ }_{i}$ of sort $S_{W}$ representing subsets of $W$. Each propositional variable $p$ is uniquely associated with a unary predicate symbols $Q_{p}$ of sort $S_{W}$. The (monadic) optimised functional translation $\pi_{f}$ is defined by:

$$
\begin{aligned}
\pi_{f}(p, s) & =Q_{p}(s) \\
\pi_{f}(\neg \varphi, s) & =\neg \pi_{f}(\varphi, s) \\
\pi_{f}(\varphi \wedge \psi, s) & =\pi_{o f}(\varphi, s) \wedge \pi_{f}(\psi, s) \\
\pi_{f}\left(\square_{i} \varphi, s\right) & =\forall y: S_{i}\left(\operatorname{nde}_{i}(s) \supset \pi_{f}\left(\varphi,\left[s y: S_{i}\right]_{i}\right)\right)
\end{aligned}
$$

If $\square_{i}$ is a $D$ modality then $\pi_{f}$ is given by the following.

$$
\pi_{f}\left(\square_{i} \varphi, s\right)=\forall y: S_{i} \pi_{f}\left(\varphi,\left[s y: S_{i}\right]_{i}\right)
$$

The symbol $s$ denotes a path and $y: S_{i}$ denotes a variable of sort $S_{i}$. The intuition of the term $\left[s y: S_{i}\right]_{i}$ is that it represents an $i$-successor world which is reached via the path $s$ to its predecessor world followed by a $y$ transition of type $S_{i}$. This means $\left[s y: S_{i}\right]_{i}$ represents both a world and the path via which it is reached from the initial world. The intuition of $\operatorname{nde}_{i}(s)$ is that the world represented by $s$ is not a dead-end.

The following holds: A modal formula $\varphi$ is satisfiable in $K_{(m)}$ or $K D_{(m)}$ iff $\exists x \pi_{o f}\left(\varphi, x: S_{W}\right)$ is firstorder satisfiable $[2,6,16,19]$.

In the prover the $[\cdot, \cdot]_{i}$ function is implemented by the appl function and the nde $_{i}$ predicates are implemented as uninterpreted special unary nde predicates. There is currently no support for specifiying additional properties for the nde predicates. Similarly for the other functional translations.

### 4.4.3 Polyadic functional translation method

The polyadic functional translation method is enabled by -EMLTranslation=1 -EMLFuncNary=1. The polyadic functional translation methods are variations of functional translation methods. Instead of using the $[\cdot, \cdot]_{i}$ (or appl) functions, and unary predicates, to encode truth in world paths, $k$-ary predicates are used. The polyadic functional translation method is implemented for the basic multi-modal logic $K_{(m)}$ possibly with $D$ modalities.

The $k$-ary predicate symbols are $Q_{p, \sigma}$ and nde ${ }_{i, \sigma}$ where $p$ denotes a propositional symbol, and $\sigma$ is a sequence of length $k$ of natural numbers. We use $\bar{x}$ to denote a sequence of variables $x_{1}, \ldots, x_{k}$, and we denote by ' $\epsilon$ ' and '.' the empty sequence and the concatenation operation on sequences, respectively. Then the polyadic functional translation $\pi_{f}^{\prime}$ is given by the following.

$$
\begin{aligned}
\pi_{f}^{\prime}(p, \bar{x}, k, \sigma) & =\left\{\begin{array}{l}
Q_{p, \epsilon} \quad \text { if } \sigma=\epsilon \text { and } k=0 \\
Q_{p, \sigma}\left(x_{1}, \ldots, x_{k}\right) \quad \text { otherwise }
\end{array}\right. \\
\pi_{f}^{\prime}(\neg \varphi, \bar{x}, k, \sigma) & =\neg \pi_{f}^{\prime}(\varphi, \bar{x}, k, \sigma) \\
\pi_{f}^{\prime}(\varphi \wedge \psi, \bar{x}, k, \sigma) & =\pi_{f}^{\prime}(\varphi, \bar{x}, k, \sigma) \wedge \pi_{f}^{\prime}(\psi, \bar{x}, k, \sigma) \\
\pi_{f}^{\prime}\left(\square_{i} \varphi, \bar{x}, k, \sigma\right) & =\forall x_{n+1}\left(\operatorname{nde}_{i, \sigma}(\bar{x}) \supset \pi_{f}^{\prime}\left(\varphi, \bar{x} \cdot x_{k+1}, k+1, \sigma . i\right)\right)
\end{aligned}
$$

In $K D_{(m)}$ the translation of $\square_{i}$ formulas is given by the following,

$$
\pi_{f}^{\prime}\left(\square_{i} \varphi, \bar{x}, k, \sigma\right)=\forall x_{n+1} \pi_{f}^{\prime}\left(\varphi, \bar{x} \cdot x_{k+1}, k+1, \sigma \cdot i\right)
$$

In this definition the variable sequence in the argument position two of $\pi_{f}^{\prime}$ represents the world, and its path from the initial world, where the formula in argument position one is true. The translation of a modal formula $\varphi$ is given by $\pi_{f}^{\prime}(\varphi, \epsilon, 0, \epsilon)$.

For any multi-modal logic $L$ with $K$-modalities and $D$-modalities only, a modal formula $\varphi$ is satisfiable in $L$ iff $\pi_{f}^{\prime}(\varphi, \epsilon, 0, \epsilon)$ is first-order satisfiable [7]. $\pi_{f}^{\prime}$ embeds modal formulas into fluted logic [12,18].

### 4.4.4 (Monadic) Optimised functional translation method

The (monadic) optimised functional translation method is enabled by -EMLTranslation=2. It is implemented for $K_{(m)}$, possibly with serial modalities.

It is an optimisation of the functional translation. A crucial difference is that it eliminates the dependency of existentially quantified first-order variables on universally quantified first-order variables via a non-standard quantifier exchange operator.

The (monadic) optimised functional translation maps the basic modal logic $K_{(m)}$ to basic path logic [18]. Basic path logic is a fragment of monadic many-sorted first-order logic. Basic path logic has a sort $S_{W}$ for the set of worlds $W$ and a sort $S_{i}$ for each modality $\square_{i}$ in the logic. For each $i$ there is a binary, left-associative function $[\cdot, \cdot]_{i}$ of sort $S_{W} \times S_{i} \rightarrow W$. There are special unary predicates nde ${ }_{i}$ of sort $S_{W}$ representing subsets of $W$. Each propositional variable $p$ is uniquely associated with a unary predicate symbols $Q_{p}$ of sort $S_{W}$. The (monadic) optimised functional translation $\pi_{o f}$ is implemented as a two step process:

1. The application of the functional translation to a modal formula which translates it to basic path logic, followed by
2. the application of a quantifier exchange operation which converts the first-order formula obtained from the functional translation into prenex normal form and moves all existential quantifiers outwards as far as possible (or inwards, depending on one's point of view).

The following defines the optimised functional translation obtained as a result of both steps.

$$
\begin{aligned}
\pi_{o f}(p, s) & =Q_{p}(s) \\
\pi_{o f}(\neg \varphi, s) & =\neg \pi_{o f}(\varphi, s) \\
\pi_{o f}(\varphi \wedge \psi, s) & =\pi_{o f}(\varphi, s) \wedge \pi_{f}(\psi, s) \\
\pi_{o f}\left(\square_{i} \varphi, s\right) & =\forall y: S_{i}\left(\operatorname{nde}_{i}(s) \supset \pi_{o f}\left(\varphi,\left[s y: S_{i}\right]_{i}\right)\right) \\
\pi_{o f}\left(\diamond_{i} \varphi, s\right) & =\operatorname{nde}_{i}(s) \wedge \pi_{o f}\left(\varphi,\left[s y: S_{i}\right]_{i}\right)
\end{aligned}
$$

The symbol $s$ denotes a path and $y: S_{i}$ denotes a variable of sort $S_{i}$. The intuition of the term $\left[s y: S_{i}\right]_{i}$ is that it represents an $i$-successor world which is reached via the path $s$ to its predecessor world followed by a $y$ transition of type $S_{i}$. This means $\left[s y: S_{i}\right]_{i}$ represents both a world and the path via which it is reached from the initial world. The inclusion of a specification for diamond formulas in the above definition is intentional and so is the omission of the quantifiers. The optimised functional translation of a modal formula $\varphi$ is given by $\pi_{o f}\left(\varphi, x: S_{W}\right)$, where $x: S_{W}$ is an arbitrary variable of sort $S_{W}$, and $x: S_{W}$ as well as the $y: S_{i}$ from $\pi_{o f}\left(\diamond_{i} \varphi, s\right)$, are free variables which are implicitly existentially quantified.

In $K D_{(m)}$ the translation of $\square_{i}$ and $\diamond_{i}$ formulas is given by:

$$
\begin{aligned}
\pi_{o f}\left(\square_{i} \varphi, s\right) & =\forall y: S_{i} \pi_{o f}\left(\varphi,\left[s y: S_{i}\right]_{i}\right) \\
\pi_{o f}\left(\diamond_{i} \varphi, s\right) & =\pi_{o f}\left(\varphi,\left[s y: S_{i}\right]_{i}\right) .
\end{aligned}
$$

The following holds: A modal formula $\varphi$ is satisfiable in $K_{(m)}$ or $K D_{(m)}$ iff $\exists x \bar{y} \pi_{o f}\left(\varphi, x: S_{W}\right)$ is first-order satisfiable [17, 18].

### 4.4.5 Polyadic optimised functional translation method

The setting -EMLTranslation=2 -EMLFuncNary=1 uses the optimised version of the polyadic functional translation.

The following specifies the polyadic optimised functional translation $\pi_{o f}^{\prime}$.

$$
\begin{aligned}
\pi_{o f}^{\prime}(p, \bar{x}, k, \sigma) & = \begin{cases}Q_{p, \epsilon} & \text { if } \sigma=\epsilon \text { and } k=0 \\
Q_{p, \sigma}\left(x_{1}, \ldots, x_{k}\right) & \text { otherwise }\end{cases} \\
\pi_{o f}^{\prime}(\neg \varphi, \bar{x}, k, \sigma) & =\neg \pi_{o f}^{\prime}(\varphi, \bar{x}, k, \sigma) \\
\pi_{o f}^{\prime}(\varphi \wedge \psi, \bar{x}, k, \sigma) & =\pi_{o f}^{\prime}(\varphi, \bar{x}, k, \sigma) \wedge \pi_{o f}^{\prime}(\psi, \bar{x}, k, \sigma) \\
\pi_{o f}^{\prime}\left(\square_{i} \varphi, \bar{x}, k, \sigma\right) & =\forall x_{n+1}\left(\operatorname{nde}_{i, \sigma}(\bar{x}) \supset \pi_{o f}^{\prime}\left(\varphi, \bar{x} \cdot x_{k+1}, k+1, \sigma . i\right)\right) \\
\pi_{o f}^{\prime}\left(\diamond_{i} \varphi, \bar{x}, k, \sigma\right) & =\operatorname{nde}_{i, \sigma}(\bar{x}) \wedge \pi_{o f}^{\prime}\left(\varphi, \bar{x} \cdot x_{k+1}, k+1, \sigma . i\right)
\end{aligned}
$$

In $K D_{(m)}$ the translation of $\square_{i}$ and $\diamond_{i}$ formulas is given by:

$$
\begin{aligned}
\pi_{o f}^{\prime}\left(\square_{i} \varphi, \bar{x}, k, \sigma\right) & =\forall x_{n+1} \pi_{o f}^{\prime}\left(\varphi, \bar{x} \cdot x_{k+1}, k+1, \sigma . i\right) \\
\pi_{o f}^{\prime}\left(\diamond_{i} \varphi, \bar{x}, k, \sigma\right) & =\pi_{o f}^{\prime}\left(\varphi, \bar{x} \cdot x_{k+1}, k+1, \sigma . i\right)
\end{aligned}
$$

The translation of a modal formula $\varphi$ is given by $\pi_{o f}^{\prime}(\varphi, \epsilon, 0, \epsilon)$.
For any multi-modal logic $L$ with $K$-modalities and $D$-modalities only, a modal formula $\varphi$ is satisfiable in $L$ iff $\exists \bar{x} \pi_{o f}^{\prime}(\varphi, \epsilon, 0, \epsilon)$ is first-order satisfiable [9, 17]. $\pi_{o f}^{\prime}$ embeds modal formulas into the BernaysSchönfinkel class, the class of $\exists^{*} \forall^{*}$ prefix quantifier formulas [9].

### 4.4.6 Semi-functional translation method

The semi-functional translation method is enabled by -EMLTranslation=3. It is defined for numerous traditional-style modal logics [15], but is implemented only for the basic multi-modal logic $K_{(m)}$ and $K D_{(m)}(-E M L T h e o r y=1)$, plus frames (atom structures) and models, and non-logical axioms. The corresponding decription logics are $\mathcal{A L C}$ with concept ABox statements (concept and role assertions) and TBox statements (general inclusion and equivalence axioms), and total roles.

The semi-functional translation maps modal formulas to many-sorted first-order formulas. We distinguish between the sorts $W$ and $A F$ for worlds and accessibility functions. Unary predicate symbols have sort $W$, the binary predicate symbol $R$ associated with the accessibility relation has sort $W \times W$, the constant symbol $\epsilon$ has sort $W$, and the binary (left-associative) function $[\cdot, \cdot]$ has sort $W \times A F \rightarrow W$. Then the semi-functional translation $\pi_{s f}$ is defined as follows.

$$
\begin{aligned}
\pi_{s f}(p, s) & =Q_{p}(s) \\
\pi_{s f}(\neg \psi, s) & =\neg \pi_{s f}(\psi, s) \\
\pi_{s f}(\phi \wedge \psi, s) & =\pi_{s f}(\phi, s) \wedge \pi_{s f}(\psi, s) \\
\pi_{s f}(\square \psi, s) & =\forall y\left(R(s, y) \supset \pi_{s f}(\psi, y)\right) \\
\pi_{s f}(\diamond \psi, s) & =\operatorname{nde}(s) \wedge \exists \alpha \pi_{s f}(\psi,[s \alpha])
\end{aligned}
$$

[15] proves the following: A modal formula $\varphi$ in negation normal form is satisfiable in $K_{(m)}$ iff $\pi_{s f}(\varphi, \epsilon)$ is satisfiable. And, a modal formula $\varphi$ in negation normal form is satisfiable in $K D_{(m)}$ iff $\pi_{s f}(\varphi, \epsilon) \wedge$ $\forall x \forall \alpha(\operatorname{nde}(x) \wedge R(x,[x \alpha]))$ is satisfiable.

### 4.4.7 Relational-functional translation method

The settings -EMLTranslation=0 -EMLFuncNary $=1$ enable the relational-functional translation method. This translation is implemented for multi-modal $K_{(m)}$.

The relational-functional translation method was introduced as the tree-layered relational translation method in [1]. It is a variation of the relational translation specialised for the basic modal logic $K_{(m)}$ but there is also a close connection to the (optimised) functional translation [22].

The relational-functional translation $\pi_{r f}$ is specified by the following.

$$
\begin{aligned}
\pi_{r f}(p, x, \sigma) & =Q_{p, \sigma}(x) \\
\pi_{r f}(\neg \varphi, x, \sigma) & =\neg \pi_{r f}(\varphi, x, \sigma) \\
\pi_{r f}(\varphi \wedge \psi, x, \sigma) & =\pi_{r f}(\varphi, x, \sigma) \wedge \pi_{r f}(\psi, x, \sigma) \\
\pi_{r f}\left(\square_{i} \varphi, x, \sigma\right) & =\forall y\left(R_{\sigma, i}(x, y) \supset \pi_{r f}(\varphi, y, \sigma . i)\right)
\end{aligned}
$$

$\sigma$ denotes a sequence of natural numbers of length $k, \epsilon$ denotes the empty sequence, and '. ' is the concatenation operation on sequences.

We have that a modal formula $\varphi$ is satisfiable in $K_{(m)}$ iff $\pi_{r f}(\varphi, x, \epsilon)$ is first-order satisfiable [1].

### 4.4.8 Relational-relational translation method

If the option -EML $2 \operatorname{Rel}=1$ is used, dynamic modal formulas are embedded into the relational calculus. The option is disabled by default. It can be combined only with the relational translation to first-order logic, option-EMLTranslation $=0$, which is the default. The translation is specified by the following and the obvious extension to all other operators of the language.

For dynamic modal formulas:

$$
\begin{aligned}
\pi_{r r}(p) & =p ; \top \\
\pi_{r r}(\neg \phi) & =\neg \pi_{r r}(\phi) \\
\pi_{r r}(\phi \wedge \psi) & =\pi_{r r}(\phi) \wedge \pi_{r r}(\psi) \\
\pi_{r r}([\alpha] \phi) & =\neg\left(\tau_{r r}(\alpha) ; \neg \pi_{r r}(\phi)\right) \\
\pi_{r r}(\langle\alpha\rangle \phi) & =\tau_{r r}(\alpha) ; \pi_{r r}(\phi)
\end{aligned}
$$

For relational formulas with relational operators $\tau_{r r}$ is a homomorphism, and:

$$
\begin{aligned}
\tau_{r r}(\phi ?) & =\pi_{r r}(\phi) \wedge i d \\
\tau_{r r}(\alpha \mid \phi) & =\tau_{r r}(\alpha) \wedge \pi_{r r}(\phi) \\
\tau_{r r}(\alpha \mid \phi) & =\tau_{r r}(\alpha) \wedge \pi_{r r}(\phi)^{\smile}
\end{aligned}
$$

The definition amounts to a reduction of Boolean type formulas via a cylindrification operation (which maps Boolean type formulas to right-ideal relations). There are other ways of embedding dynamic modal logic into the relational calculus, cf. [3].

### 4.5 Background theories

The -EMLTheory option can be used to add certain relational properties to the background theory, and can in particular be used to add the frame correspondence properties for all modalities.

1. -EMLTheory $=1$ for $D=\square_{i} p \supset \diamond_{i} p$.

When the relational translation is used, it adds the seriality condition for every non-equality binary predicate symbol. For the functional, optimised functional and semi-functional translation methods, it simplifies the translation of $\square$ and $\diamond$ subformulas.
2. -EMLTheory $=2$ for $T=\square_{i} p \supset p$.

When the relational translation is used, it adds the reflexivity condition for every non-equality binary predicate symbol. Not implemented for any of the functional translations.
3. - EMLTheory $=3$ for $B=\diamond_{i} \square_{i} p \supset p$.

When the relational translation is used, it adds the symmetry condition for every non-equality binary predicate symbol. Not implemented for any of the functional translations.
4. - EMLTheory $=4$ for $4=\square_{i} p \supset \square_{i} \square_{i} p$.

When the relational translation is used, it adds the transitivity condition for every non-equality binary predicate symbol. Not implemented for any of the functional translations.
5. -EMLTheory $=5$ for $5=\diamond_{i} \square_{i} p \supset \square_{i} p$.

When the relational translation is used, it adds the Euclideanness condition for every non-equality binary predicate symbol. Not implemented for any of the functional translations.
6. -EMLTheory $=6$ for $S 4$ axioms, i.e. $T$ and 4 .

When the relational translation is used, it adds reflexivity and transitivity for every non-equality binary predicate symbol. Not implemented for any of the functional translations.
7. -EML Theory $=7$ for $S 5$ axioms, in particular, $T, B$ and 4 .

When the relational translation is used, it adds reflexivity, transitivity and symmetry for every nonequality binary predicate symbol. Not implemented for any of the functional translations.

### 4.6 Additional options

There are various additional EML options.

### 4.6.1 Path representations

The main purpose of the option-EMIFuncNary is to vary the way paths are encoded when the functional translations are used. With -EMIFuncNary=1 enabled the polyadic versions of the functional translations is used. The option can be combined with the functional translation and the optimised functional translation, but also the relational translation, see Sections 4.4.3, 4.4.5 and 4.4.7 above. This option is switched off by default.

### 4.6.2 Dead-end predicates

When a functional translation is used, the option -EMLFuncNdeQ $=1$ places the nde ${ }_{i}$ literals outside the scope of the quantifiers. For example, for the functional translation $\square_{i}$ formulas are translated according to

$$
\pi_{f}\left(\square_{i} \varphi, s\right)=\operatorname{nde}_{i}(s) \supset \forall y: S_{i} \pi_{f}\left(\varphi,\left[s y: S_{i}\right]_{i}\right)
$$

rather than

$$
\pi_{f}\left(\square_{i} \varphi, s\right)=\forall y: S_{i}\left(\operatorname{nde}_{i}(s) \supset \pi_{f}\left(\varphi,\left[s y: S_{i}\right]_{i}\right)\right) .
$$

The pattern used is 'nde ${ }_{i}$ literal followed by quantifier' rather than 'quantifier followed by nde ${ }_{i}$ literal'. The translation for $\diamond_{i}$ formulas and the other functional translations is defined similarly. Enabling this option is only meaningful together with a functional translation method. The default is enabled.

### 4.6.3 Sorts

When enabled the option -EmLfFSorts=1 uses explicit sorts in the translation rather than encoding the information into predicate names. Enabling this option is only meaningful together with a functional translation method. By default this option is disabled.

### 4.6.4 Eliminating composition

When enabled the option -EMLE $\operatorname{limComp}=1$ attempts to eliminate composition using these replacement rules.

$$
\frac{\langle\alpha ; \beta\rangle \phi}{\langle\alpha\rangle\langle\beta\rangle \phi}
$$

$$
\frac{[\alpha ; \beta] \phi}{[\alpha][\beta] \phi}
$$

By default this option is disabled.

### 4.6.5 Exchanging quantifiers

When enabled, the option -QuantExch=1 replaces non-constant Skolem terms in the clausal form of the conjecture are replaced by constants. The option is automatically set for the optimised functional translation methods (-EMLTranslation=2). The option is not limited to $E M L$ logics. It can also be used for classical formulas and clauses. By default this option is disabled.

### 4.7 Combinations of options

Table 4.3 summarises the combinations of options which are meaningful.

| Relational translations |  | Functional translations |  |
| :--- | :--- | :--- | :--- |
| EMLTranslation | 0 | EMLTranslation | $1,2,3$ |
| EMLTheory | $0,1,2,3,4,5,6,7$ | EMLTheory | $0,1,2,3,4,5,6,7$ |
| EMLFuncNary | 0,1 | EMLFuncNary | 0,1 |
|  |  | EMLFuncNdeQ | 0,1 |
|  |  | EMLFFSorts | 0,1 |
| EMLElimComp | 0,1 | EMLElimComp | 0,1 |
| EML2Rel | 0,1 |  |  |

Table 4.3: Meaningful combinations of options
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waldmeister, 40
reduction
ordering, 6
reduction rules, 17
assignment equation deletion, 30
condensation, 26
conflict, 27
contextual rewriting, 29
duplicate literal elimination, 25
matching replacement resolution, 28
non-unit rewriting, 28
sort simplification, 20
splitting, 30
static soft typing, 20
subsumption deletion, 25
tautology deletion, 26
trivial literal elimination, 25
unit rewriting, 29
reductive, 6
renaming
variable, 5
saturated, 7
size, 6
sort theory, 7
linear, 7
semi-linear, 7
shallow, 7
strictly maximal, 6
substitution, 5
subsumption, 6
backward, 13
forward, 13
term
declaration, 7
linear, 7
semi-linear, 7
shallow, 7
theorem proving, 9
theory
Horn, 7
sort, 7


[^0]:    ${ }^{1}$ These are atoms with a monadic predicate as their top symbol that form the sort constraint.

[^1]:    ${ }^{1}$ From an implementation point of view we consider clause multisets, called clause stores.
    ${ }^{2} \mathrm{~A}$ clause store collection is a multiset of clause stores.

[^2]:    ${ }^{3}$ Please recall that we assume variables to be represented by naturals.

[^3]:    ${ }^{4}$ Note that since the input set $N$ is finite, the relevant signature is finite, too.

[^4]:    ${ }^{5}$ However, they use different names for the sets. So don't be confused.

[^5]:    ${ }^{6}$ For an infinite set the condition does obviously not hold.

[^6]:    ${ }^{7}$ Hasta la vista baby!

[^7]:    ${ }^{8}$ SPASS only splits non-Horn clauses, see Definition 2.3.25.

[^8]:    ${ }^{9}$ See the discussion in Section 2.2.

[^9]:    ${ }^{10}$ Efficient Automated Reasoning Library

