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Illustration of rules
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Overview

Methodology: Description of the general framework.

Clustering & Rule Learning: Some details about the crucial components of
our approach and their benefits.

Evaluation: Experimental results of our approach applied on standard
benchmarks as well as a use case from industries.

Related & Future Work: Remarks on pros and cons of similar approaches and
ideas for further improvements of our approach.
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Case Study: Dental Bills
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Rule Learning

Inductive Logic Programming
(ILP)

• Given:

parent(a,b) parent(a,c)

father(a,b) father(a,c)

male(a) female(c)

parent(d,b)

mother(d,b)

female(d)

• Sought:

father(X,Y) :- parent(X,Y) & male(X)

mother(X,Y) :- parent(X,Y) & female(X),

Rule Induction

• Given: Data set containing
variables Education, Marital
Status, Sex, Has Children and
Car.

• Sought:

IF Sex = Male

AND Has Children = Yes

THEN Car = Family.
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FOIL (First Order Inductive Learner)

FOIL(P,N )
LearnedRules <= {}
while (P not empty) :

/ /Learn a new rule
NewRule <= Rule without any conditions
CoveredNegs <= N
while (CoveredNegs not empty) :

/ /Add a literal to NewRule
PossibleLiterals <= Set of a l l possible l i t e ra l s
BestLiteral <= argmaxl ∈ PossibleLiterals Gain(l)
NewRule.append( BestLiteral )
CoveredNegs <= Subset of CoveredNegs satisfying NewRule

LearnedRules .append(NewRule)
P <= Subset of P not covered by LearnedRules

return LearnedRules
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RIPPER (Repeated Incremental Pruning to Produce
Error Reduction)

RIPPER( P,N , k)
LearnedRules <= GenerateRuleSet(P,N )
repeat k times :

LearnedRules <= OptimizeRuleSet(LearnedRules,P,N )

return LearnedRules
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GenerateRuleSet(P,N )
LearnedRules <= {}
DL <= DescriptionLength (LearnedRules ,P,N )
while (P not empty) :

/ /Grow and prune a new rule
sp l i t (P,N ) into (Pgrow,Ngrow ) and (Pprune,Nprune )
NewRule <= GrowRule(Pgrow,Ngrow )
NewRule <= PruneRule(NewRule,Pprune,Nprune )
LearnedRules .append(NewRule)
i f ( DescriptionLength (LearnedRules ,P,N ) > DL + 64):

/ /Prune the whole rule set and exit
for each rule R in LearnedRules in reversed order :

i f ( DescriptionLength (LearnedRules\{R},P,N ) < DL) :
LearnedRules . delete (R)
DL <= DescriptionLength (LearnedRules ,P,N )

return LearnedRules
DL <= DescriptionLength (LearnedRules ,P,N )
P <= Subset of P not covered by LearnedRules
N <= Subset of N not covered by LearnedRules

return LearnedRules
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OptimizeRuleSet(LearnedRules,P,N )
for each rule R in LearnedRules :

LearnedRules . delete (R)
Punc <= Subset of P not covered by LearnedRules
Nunc <= Subset of N not covered by LearnedRules
sp l i t (Punc,Nunc ) into (Pgrow,Ngrow ) and (Pprune,Nprune )
ReplRule <= GrowRule(Pgrow,Ngrow )
ReplRule <= PruneRule(ReplRule ,Pprune,Nprune )
RevRule <= GrowRule(Pgrow,Ngrow,R)
RevRule <= PruneRule(RevRule ,Pprune,Nprune )
OptimizedRule <= better of ReplRule and RevRule
LearnedRules .append(OptimizedRule)

return LearnedRules
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RIPPER (Repeated Incremental Pruning to Produce
Error Reduction)

RIPPER( P,N , k)
LearnedRules <= GenerateRuleSet(P,N )
repeat k times :

LearnedRules <= OptimizeRuleSet(LearnedRules,P,N )

return LearnedRules
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Illustration of demo rules
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General framework

Representation

Learning

...
Neural Networks

UMAP

Input Selection

...
k-means

DBSCAN

Rule Learner

...
FOIL

RIPPER

target(V) :-

black_1(V),

black_N(V).
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Input Selection via Clustering

Figure: Visualization of the first and second principal components of the positive and
negative clusters obtained with the example of zeros in the MNIST data set.
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Advantages of Clustering
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Evaluation: Benchmarks

• MNIST

• Fashion-MNIST

• IMDB Movie Reviews

• Allianz - Dental Bills
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Multiclass Classification

1 Construct binary classifiers (i.e. learn rules) for each possible label.

2 Use each binary classifier to predict the class of a given input.

3 Combine the predictions to a binary vector (one hot encoding).

True

False

False

.

.

.

clf_0

clf_1

clf_9

(1,0,0,0,0,0,0,0,0,0)

4 Return the corresponding multiclass prediction.
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Experimental Results

MNIST

learner time speedup accuracy state-of-the-art

FOIL 1.960 s 94,3% ∼ 99%

FOIL - modular 309 s 6,3 94,3% ∼ 99%

RIPPER 8.300 s 91,65% ∼ 99%

RIPPER - modular 2.770 s 3 91,56% ∼ 99%
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Experimental Results

Fashion-MNIST

learner time speedup accuracy state-of-the-art

FOIL 2.540 s 84,6% ∼ 96%

FOIL - modular 470 s 5,4 84,6% ∼ 96%

RIPPER 11.350 s 82% ∼ 96%

RIPPER - modular 3.700 s 3 83,3% ∼ 96%
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Experimental Results

IMDB Movie Reviews

learner time speedup accuracy state-of-the-art

FOIL 2.221 s 76,1% ∼ 97%

FOIL - modular 218 s 10,2 75,0% ∼ 97%

RIPPER 914 s 71,2% ∼ 97%

RIPPER - modular 356 s 2,6 75,2% ∼ 97%
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Experimental Results

Allianz - Dental Bills

learner time speedup accuracy state-of-the-art

FOIL 238.865 s 80,9% ∼ 91%

FOIL - modular 5.320 s 44,9 80,2% ∼ 91%

RIPPER 66.743 s 86,0% ∼ 91%

RIPPER - modular 18.140 s 3,7 85,9% ∼ 91%
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Alternative Learners

• Rule Induction
• IREP (Incremental Reduced Error Pruning): Similar results as its successor

RIPPER.

• Inductive Logic Programming
• Progol: Precision / Recall of 91,4% / 71% after more than 200 hours

computation time for digit 0.
• Aleph: Overfitting and extensive time consumption for vector length > 15.
• ∂ILP: Restriction to binary clauses.
• ILASP, FastLAS, Popper: Extensive time consumption or even unsolvable.
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Current Research

• Choice of negative representatives.

• Application of rule learners on text-based data.

• Introduction of a Voting System: Whenever FOIL and RIPPER do not
yield the same prediction, we let a (state-of-the-art) neural network decide.
Explanation is given by the corresponding learner.

19.10.2022 16/17



Related Work

Mitra, A., Baral, C.: Incremental and Iterative Learning of Answer Set
Programs from Mutually Distinct Examples. In: Theory and Practice of Logic
Programming 18 (2018).

Nguyen, H.D., Sakama, C.: Feature learning by least generalization. In:
Inductive Logic Programming - 30th International Conference, ILP 2021.

Burkhardt, S., Brugger, J., Wagner, N., Ahmadi, Z., Kersting, K., Kramer, S.:
Rule extraction from binary neural networks with convolutional rules for
model validation. In: Frontiers in Artificial Intelligence 4 (2021).

Granmo, O.-C., Glimsdal, S., Jiao, L., Goodwin, M., Omlin, C.W., Berge, G.T.:
The Convolutional Tsetlin Machine (2019).

Eldbib, K.: Design and analysis of rule induction systems, University of
Birmingham, UK, 2016.

19.10.2022 17/17



Thank you for your attention!
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