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0 & \text { otherwise }\end{cases}
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- which are (total) functions ?

$$
\begin{aligned}
& f(x)=f(x)+1 \\
& g(x)=\left\{\begin{array}{l}
0 \\
g(g(x
\end{array}\right. \\
& h(x)=0 \times f(x)
\end{aligned}
$$

$$
g(x)=\left\{\begin{array}{ll}
0 & \text { if } x=0 \\
g(g(x-1)) & \text { if } x>0
\end{array} \quad i(x)= \begin{cases}1 & \text { if } x=0 \text { or } x=1 \\
i(x / 2) & \text { if } x>1 \text { is even } \\
i(3 x+1) & \text { if } x>1 \text { is odd }\end{cases}\right.
$$
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f(0) & =0 \\
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$$
\begin{aligned}
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- summation

$$
\begin{aligned}
\sum_{i=1}^{x} i=f(x) \in \mathrm{PR} & \\
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## Examples

- predecessor $\quad \mathrm{p}(x)=f(x) \in \mathrm{PR}$

$$
\begin{aligned}
f(0) & =0 ? \\
f(x+1) & =x=\pi_{2}^{2}(f(x), x)
\end{aligned}
$$

- factorial

$$
\begin{aligned}
& x!=f(x) \in \mathrm{PR} \\
& \\
& \qquad \begin{aligned}
f(0) & =1 ? \\
f(x+1) & =s(x) \times f(x)
\end{aligned}
\end{aligned}
$$

- summation $\quad \sum_{i=1}^{x} i=f(x) \in \mathrm{PR}$

$$
\begin{aligned}
f(0) & =0 ? \\
f(x+1) & =\mathrm{s}(x)+f(x)
\end{aligned}
$$
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## Proof

- suppose $g: \mathbb{N} \rightarrow \mathbb{N} \in P R$
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\end{aligned}
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## Definition

function $f: \mathbb{N}^{2} \rightarrow \mathbb{N}$ is obtained from function $g: \mathbb{N} \rightarrow \mathbb{N}$ by iteration if

$$
f(n, x)=g^{(n)}(x)=\underbrace{g(\cdots g}_{n \text { times }}(x) \cdots)
$$

## Lemma

PR is closed under iteration

## Proof

- suppose $g: \mathbb{N} \rightarrow \mathbb{N} \in P R$
- $f(n, x)=g^{(n)}(x)$ can be defined by primitive recursion:

$$
\begin{aligned}
f(0, x) & =x=\pi_{1}^{1}(x) \\
f(n+1, x) & =g(f(n, x))
\end{aligned}
$$

## Definition

function $f: \mathbb{N}^{2} \rightarrow \mathbb{N}$ is obtained from function $g: \mathbb{N} \rightarrow \mathbb{N}$ by iteration if

$$
f(n, x)=g^{(n)}(x)=\underbrace{g(\cdots g}_{n \text { times }}(x) \cdots)
$$

## Lemma

PR is closed under iteration

## Proof

- suppose $g: \mathbb{N} \rightarrow \mathbb{N} \in \mathrm{PR}$
- $f(n, x)=g^{(n)}(x)$ can be defined by primitive recursion:

$$
\begin{aligned}
f(0, x) & =x=\pi_{1}^{1}(x) \\
f(n+1, x) & =g(f(n, x))=h(f(n, x), n, x)
\end{aligned}
$$

with $h(x, y, z)=g\left(\pi_{1}^{3}(x, y, z)\right)$
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- $\max (x, y)=\left\{\begin{array}{ll}x & \text { if } x \geqslant y \\ y & \text { otherwise }\end{array}\right.$ is primitive recursive?


## Definition

predicate $P: \mathbb{N}^{n} \rightarrow \mathbb{B}$ is primitive recursive if its characteristic function $\chi_{P}: \mathbb{N}^{n} \rightarrow \mathbb{N}$

$$
\chi_{P}\left(x_{1}, \ldots, x_{n}\right)= \begin{cases}1 & \text { if } P\left(x_{1}, \ldots, x_{n}\right) \\ 0 & \text { otherwise }\end{cases}
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## Example
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## Definition

predicate $P: \mathbb{N}^{n} \rightarrow \mathbb{B}$ is primitive recursive if its characteristic function $\chi_{p}: \mathbb{N}^{n} \rightarrow \mathbb{N}$

$$
\chi_{P}\left(x_{1}, \ldots, x_{n}\right)= \begin{cases}1 & \text { if } P\left(x_{1}, \ldots, x_{n}\right) \\ 0 & \text { otherwise }\end{cases}
$$

is primitive recursive

## Lemma

if $P, Q: \mathbb{N}^{n} \rightarrow \mathbb{B}$ are primitive recursive predicates then so are
$\neg P$
$P \wedge Q$
$P \vee Q$
$P \Rightarrow Q$

$$
\chi_{\neg P}(\vec{x})=1 \doteq \chi_{P}(\vec{x})
$$

$$
\chi_{\neg P}(\vec{x})=1-\chi_{P}(\vec{x})
$$

$$
\chi_{P \wedge Q}(\vec{x})=\chi_{P}(\vec{x}) \times \chi_{Q}(\vec{x})
$$

$$
\chi_{\neg P}(\vec{x})=1 \doteq \chi_{P}(\vec{x})
$$

$$
\chi_{P \wedge Q}(\vec{x})=\chi_{P}(\vec{x}) \times \chi_{Q}(\vec{x})
$$

## Examples

- sign function $\operatorname{sg}(x)=\left\{\begin{array}{ll}0 & \text { if } x=0 \\ 1 & \text { otherwise }\end{array}\right.$ is primitive recursive

$$
\chi_{\neg P}(\vec{x})=1 \dot{-} \chi_{P}(\vec{x}) \quad \chi_{P \wedge Q}(\vec{x})=\chi_{P}(\vec{x}) \times \chi_{Q}(\vec{x})
$$

## Examples

- sign function $\operatorname{sg}(x)=\left\{\begin{array}{ll}0 & \text { if } x=0 \\ 1 & \text { otherwise }\end{array}\right.$ is primitive recursive

$$
\begin{aligned}
\operatorname{sg}(0) & =0 \\
\operatorname{sg}(x+1) & =1
\end{aligned}
$$

$$
\chi_{\neg P}(\vec{x})=1-\chi_{P}(\vec{x}) \quad \chi_{P \wedge Q}(\vec{x})=\chi_{P}(\vec{x}) \times \chi_{Q}(\vec{x})
$$

## Examples

- sign function $\operatorname{sg}(x)=\left\{\begin{array}{ll}0 & \text { if } x=0 \\ 1 & \text { otherwise }\end{array}\right.$ is primitive recursive

$$
\begin{aligned}
\operatorname{sg}(0) & =0 \\
\operatorname{sg}(x+1) & =1
\end{aligned}
$$

- $>$ and $\neq$ are primitive recursive predicates

$$
\chi_{\neg P}(\vec{x})=1 \dot{-} \chi_{P}(\vec{x}) \quad \chi_{P \wedge Q}(\vec{x})=\chi_{P}(\vec{x}) \times \chi_{Q}(\vec{x})
$$

## Examples

- sign function $\operatorname{sg}(x)=\left\{\begin{array}{ll}0 & \text { if } x=0 \\ 1 & \text { otherwise }\end{array}\right.$ is primitive recursive $\begin{array}{rl}\operatorname{sg}(0) & =0 \\ \operatorname{sg}(x+1) & =1\end{array}$
- $>$ and $\neq$ are primitive recursive predicates

$$
\chi>(x, y)=\operatorname{sg}(x \dot{-} y) \quad \chi_{\neq}(x, y)=\operatorname{sg}((x \dot{-} y)+(y \dot{-} x))
$$

$$
\chi_{\neg P}(\vec{x})=1 \dot{-} \chi_{P}(\vec{x}) \quad \chi_{P \wedge Q}(\vec{x})=\chi_{P}(\vec{x}) \times \chi_{Q}(\vec{x})
$$

## Examples

- sign function $\operatorname{sg}(x)=\left\{\begin{array}{ll}0 & \text { if } x=0 \\ 1 & \text { otherwise }\end{array}\right.$ is primitive recursive

$$
\begin{aligned}
\operatorname{sg}(0) & =0 \\
\operatorname{sg}(x+1) & =1
\end{aligned}
$$

- $>$ and $\neq$ are primitive recursive predicates

$$
\chi>(x, y)=\operatorname{sg}(x \dot{-} y) \quad \chi_{\neq}(x, y)=\operatorname{sg}((x \dot{-} y)+(y \dot{-} x))
$$

$\Rightarrow=, \geqslant,<$ and $\leqslant$ are primitive recursive predicates

$$
\begin{array}{ll}
x=y \quad & x<y \quad \neg(x \neq y) \\
x \geqslant y \quad & \Longleftrightarrow \quad x>y \vee x=y
\end{array} \quad x \leqslant y \quad \Longleftrightarrow \quad y \geqslant x
$$
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if $f_{1}, \ldots, f_{k}: \mathbb{N}^{n} \rightarrow \mathbb{N}$ and $P_{1}, \ldots, P_{k}: \mathbb{N}^{n} \rightarrow \mathbb{B}$ are primitive recursive such that for all $\vec{x} \in \mathbb{N}^{n}$ exactly one of $P_{1}(\vec{x}) \cdots P_{k}(\vec{x})$ holds then

$$
g(\vec{x})= \begin{cases}f_{1}(\vec{x}) & \text { if } P_{1}(\vec{x}) \\ \cdots & \cdots \\ f_{k}(\vec{x}) & \text { if } P_{k}(\vec{x})\end{cases}
$$

is primitive recursive
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is primitive recursive
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## Example

- $\max (x, y)=\left\{\begin{array}{ll}x & \text { if } x \geqslant y \\ y & \text { if } x<y\end{array}\right.$ is primitive recursive
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## Example

how to implement

$$
\text { score }=\min \left(\max \left(\frac{2}{3}(E+P)+\frac{1}{3} T+B, T+B\right), 100\right)
$$

in OLAT ?

- $\mathrm{E}=$ getScore("108480307718721")
- P = getScore("108480307713191")
- $\mathrm{T}=$ getScore("108480307740761")
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## Example

how to implement

$$
\text { score }=\min \left(\max \left(\frac{2}{3}(E+P)+\frac{1}{3} T+B, T+B\right), 100\right)
$$

in OLAT ?

- $\mathrm{E}=$ getScore("108480307718721")
- P = getScore("108480307713191")
- $\mathrm{T}=$ getScore("108480307740761")
- B = getScore("108480307725070")

$$
\begin{aligned}
& ((((2 *(E+P) / 3+T / 3+B)))>=(T+B)) *(((2 *(E+P) / 3+T / 3+B)))+ \\
& ((((2 *(E+P) / 3+T / 3+B)))<(T+B)) *(T+B)
\end{aligned}
$$

## Lemma (bounded sum)

if $f: \mathbb{N}^{n+1} \rightarrow \mathbb{N}$ is primitive recursive then

$$
\sum_{i=0}^{x} f(i, \vec{y})
$$

is primitive recursive

## Lemma (bounded sum)

if $f: \mathbb{N}^{n+1} \rightarrow \mathbb{N}$ is primitive recursive then

$$
\sum_{i=0}^{x} f(i, \vec{y})
$$

is primitive recursive

## Proof

$$
g(x, \vec{y})=\sum_{i=0}^{x} f(i, \vec{y})
$$

$$
\begin{aligned}
g(0, \vec{y}) & =f(0, \vec{y}) \\
g(x+1, \vec{y}) & =f(x+1, \vec{y})+g(x, \vec{y})
\end{aligned}
$$

## Lemma (bounded sum and product)

if $f: \mathbb{N}^{n+1} \rightarrow \mathbb{N}$ is primitive recursive then

$$
\sum_{i=0}^{x} f(i, \vec{y}) \quad \text { and } \quad \prod_{i=0}^{x} f(i, \vec{y})
$$

are primitive recursive

## Proof

$$
\begin{array}{rlrl}
g(x, \vec{y}) & =\sum_{i=0}^{x} f(i, \vec{y}) & g(0, \vec{y}) & =f(0, \vec{y}) \\
g(x+1, \vec{y}) & =f(x+1, \vec{y})+g(x, \vec{y}) \\
h(x, \vec{y})=\prod_{i=0}^{x} f(i, \vec{y}) & h(0, \vec{y}) & =f(0, \vec{y}) \\
h(x+1, \vec{y}) & =f(x+1, \vec{y}) \times h(x, \vec{y})
\end{array}
$$

## Lemma (bounded quantification)

if $P: \mathbb{N}^{n+1} \rightarrow \mathbb{B}$ is primitive recursive then

$$
(\forall i \leqslant x) P(i, \vec{y}) \quad \text { and } \quad(\exists i \leqslant x) P(i, \vec{y})
$$

are primitive recursive
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if $P: \mathbb{N}^{n+1} \rightarrow \mathbb{B}$ is primitive recursive then

$$
(\forall i \leqslant x) P(i, \vec{y}) \quad \text { and } \quad(\exists i \leqslant x) P(i, \vec{y})
$$

are primitive recursive

## Proof

$$
Q(x, \vec{y})=(\forall i \leqslant x) P(i, \vec{y}) \quad \chi_{Q}(x, \vec{y})=\prod_{i \leqslant x} \chi_{P}(i, \vec{y})
$$

## Lemma (bounded quantification)

if $P: \mathbb{N}^{n+1} \rightarrow \mathbb{B}$ is primitive recursive then

$$
(\forall i \leqslant x) P(i, \vec{y}) \quad \text { and } \quad(\exists i \leqslant x) P(i, \vec{y})
$$

are primitive recursive

## Proof

$$
\begin{array}{ll}
Q(x, \vec{y})=(\forall i \leqslant x) P(i, \vec{y}) & \chi_{Q}(x, \vec{y})=\prod_{i \leqslant x} \chi_{P}(i, \vec{y}) \\
R(x, \vec{y})=(\exists i \leqslant x) P(i, \vec{y}) & \chi_{R}(x, \vec{y})=\operatorname{sg}\left(\sum_{i \leqslant x} \chi_{P}(i, \vec{y})\right)
\end{array}
$$
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- $x$ is divisor of $y$
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## Examples

- $x$ is divisor of $y$
- $x$ is prime number

$$
\begin{aligned}
x \mid y & \Longleftrightarrow(\exists i \leqslant y)[i \times x=y] \\
\operatorname{prime}(x) & \Longleftrightarrow x>1 \wedge(\forall i \leqslant x)[i \mid x \Longrightarrow i=1 \vee i=x]
\end{aligned}
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## Lemma (bounded minimization)

if $P: \mathbb{N}^{n+1} \rightarrow \mathbb{B}$ is primitive recursive then

$$
(\mu i \leqslant x) P(i, \vec{y})=\min \{i \mid 0 \leqslant i \leqslant x \wedge P(i, \vec{y})\} \cup\{x+1\}
$$

is primitive recursive

## Example

- $\left\lfloor\frac{x}{2}\right\rfloor$ is primitive recursive:

$$
\left\lfloor\frac{x}{2}\right\rfloor=(\mu i \leqslant x)[(i+1) \times 2>x]
$$

$$
\begin{aligned}
& f(x, \vec{y})=(\mu i \leqslant x) P(i, \vec{y})=\min \{i \mid 0 \leqslant i \leqslant x \wedge P(i, \vec{y})\} \cup\{x+1\} \\
& f(0, \vec{y})= \begin{cases}0 & \text { if } P(0, \vec{y}) \\
1 & \text { otherwise }\end{cases}
\end{aligned}
$$

$$
\begin{aligned}
& f(x, \vec{y})=(\mu i \leqslant x) P(i, \vec{y})=\min \{i \mid 0 \leqslant i \leqslant x \wedge P(i, \vec{y})\} \cup\{x+1\} \\
& f(0, \vec{y})=\left\{\begin{array}{ll}
0 & \text { if } P(0, \vec{y}) \\
1 & \text { otherwise }
\end{array} \quad f(x+1, \vec{y})= \begin{cases}f(x, \vec{y}) & \text { if }(\exists i \leqslant x) P(i, \vec{y}) \\
x+1 & \text { if } \neg(\exists i \leqslant x) P(i, \vec{y}) \text { and } P(x+1, \vec{y}) \\
x+2 & \text { otherwise }\end{cases} \right.
\end{aligned}
$$
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\begin{aligned}
& f(x, \vec{y})=(\mu i \leqslant x) P(i, \vec{y})=\min \{i \mid 0 \leqslant i \leqslant x \wedge P(i, \vec{y})\} \cup\{x+1\} \\
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1 & \text { otherwise }
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x+2 & \text { otherwise }\end{cases} \right.
\end{aligned}
$$

## Examples
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\begin{aligned}
& f(x, \vec{y})=(\mu i \leqslant x) P(i, \vec{y})=\min \{i \mid 0 \leqslant i \leqslant x \wedge P(i, \vec{y})\} \cup\{x+1\} \\
& f(0, \vec{y})=\left\{\begin{array}{ll}
0 & \text { if } P(0, \vec{y}) \\
1 & \text { otherwise }
\end{array} \quad f(x+1, \vec{y})= \begin{cases}f(x, \vec{y}) & \text { if }(\exists i \leqslant x) P(i, \vec{y}) \\
x+1 & \text { if } \neg(\exists i \leqslant x) P(i, \vec{y}) \text { and } P(x+1, \vec{y}) \\
x+2 & \text { otherwise }\end{cases} \right.
\end{aligned}
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## Examples

- division

$$
\begin{aligned}
x \div y & =(\mu i \leqslant x)[(i+1) \times y>x] \\
\exp (x, y) & =(\mu i \leqslant x)\left[y^{i} \mid x \wedge \neg\left(y^{i+1} \mid x\right)\right]
\end{aligned}
$$

- exponent

$$
\begin{aligned}
& f(x, \vec{y})=(\mu i \leqslant x) P(i, \vec{y})=\min \{i \mid 0 \leqslant i \leqslant x \wedge P(i, \vec{y})\} \cup\{x+1\} \\
& f(0, \vec{y})=\left\{\begin{array}{ll}
0 & \text { if } P(0, \vec{y}) \\
1 & \text { otherwise }
\end{array} \quad f(x+1, \vec{y})= \begin{cases}f(x, \vec{y}) & \text { if }(\exists i \leqslant x) P(i, \vec{y}) \\
x+1 & \text { if } \neg(\exists i \leqslant x) P(i, \vec{y}) \text { and } P(x+1, \vec{y}) \\
x+2 & \text { otherwise }\end{cases} \right.
\end{aligned}
$$

## Examples

- division

$$
\begin{aligned}
x \div y & =(\mu i \leqslant x)[(i+1) \times y>x] \\
\exp (x, y) & =(\mu i \leqslant x)\left[y^{i} \mid x \wedge \neg\left(y^{i+1} \mid x\right)\right] \\
x \bmod y & =x \dot{-}(y \times(x \div y))
\end{aligned}
$$

- exponent
- remainder

$$
\begin{aligned}
& f(x, \vec{y})=(\mu i \leqslant x) P(i, \vec{y})=\min \{i \mid 0 \leqslant i \leqslant x \wedge P(i, \vec{y})\} \cup\{x+1\} \\
& f(0, \vec{y})=\left\{\begin{array}{ll}
0 & \text { if } P(0, \vec{y}) \\
1 & \text { otherwise }
\end{array} \quad f(x+1, \vec{y})= \begin{cases}f(x, \vec{y}) & \text { if }(\exists i \leqslant x) P(i, \vec{y}) \\
x+1 & \text { if } \neg(\exists i \leqslant x) P(i, \vec{y}) \text { and } P(x+1, \vec{y}) \\
x+2 & \text { otherwise }\end{cases} \right.
\end{aligned}
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## Examples

- division

$$
x \div y=(\mu i \leqslant x)[(i+1) \times y>x]
$$

- exponent

$$
\exp (x, y)=(\mu i \leqslant x)\left[y^{i} \mid x \wedge \neg\left(y^{i+1} \mid x\right)\right]
$$

- remainder $\quad x \bmod y=x \dot{-}(y \times(x \div y))$
- $n$-th prime number $\mathrm{p}_{n}$

$$
\begin{array}{rlrl}
\mathrm{p}_{0} & =2 \quad \text { with } \quad f(x) & =g(x!+1, x) \\
\mathrm{p}_{n+1} & =f\left(\mathrm{p}_{n}\right) \quad & g(x, y) & =(\mu i \leqslant x)[\operatorname{prime}(i) \wedge i>y]
\end{array}
$$
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\begin{aligned}
g(0, \vec{y}) & =0 \\
g(x+1, \vec{y}) & =f(x, \vec{y})+g(x, \vec{y})
\end{aligned}
$$

## Remark

replacing $i \leqslant x$ by $i<x$ does not affect closure under bounded minimization

## Proof

$$
\begin{array}{lr}
g(x, \vec{y})=\sum_{i<x} f(i, \vec{y}) & \begin{aligned}
g(0, \vec{y}) & =0 \\
g(x+1, \vec{y}) & =f(x, \vec{y})+g(x, \vec{y})
\end{aligned} \\
Q(x, \vec{y})=(\exists i<x) P(i, \vec{y}) &
\end{array}
$$

## Remark

replacing $i \leqslant x$ by $i<x$ does not affect closure under bounded minimization

## Proof

$$
\begin{array}{rlrl}
g(x, \vec{y}) & =\sum_{i<x} f(i, \vec{y}) & g(0, \vec{y}) & =0 \\
g(x+1, \vec{y}) & =f(x, \vec{y})+g(x, \vec{y}) \\
Q(x, \vec{y})=(\exists i<x) P(i, \vec{y}) & \chi_{Q}(x, \vec{y}) & =\operatorname{sg}\left(\sum_{i<x} \chi_{P}(i, \vec{y})\right)
\end{array}
$$

## Remark

replacing $i \leqslant x$ by $i<x$ does not affect closure under bounded minimization

## Proof

$$
\begin{array}{rlrl}
g(x, \vec{y}) & =\sum_{i<x} f(i, \vec{y}) & g(0, \vec{y}) & =0 \\
g(x+1, \vec{y}) & =f(x, \vec{y})+g(x, \vec{y}) \\
Q(x, \vec{y})=(\exists i<x) P(i, \vec{y}) & \chi Q_{Q}(x, \vec{y}) & =\operatorname{sg}\left(\sum_{i<x} \chi_{P}(i, \vec{y})\right) \\
f(x, \vec{y})=(\mu i<x) P(i, \vec{y})=\min \{i \mid 0 \leqslant i<x \wedge P(i, \vec{y})\} \cup\{x\}
\end{array}
$$

## Remark

replacing $i \leqslant x$ by $i<x$ does not affect closure under bounded minimization

## Proof

$$
\begin{aligned}
& g(x, \vec{y})=\sum_{i<x} f(i, \vec{y}) \\
& g(0, \vec{y})=0 \\
& g(x+1, \vec{y})=f(x, \vec{y})+g(x, \vec{y}) \\
& Q(x, \vec{y})=(\exists i<x) P(i, \vec{y}) \quad \chi_{Q}(x, \vec{y})=\operatorname{sg}\left(\sum_{i<x} \chi_{P}(i, \vec{y})\right) \\
& f(x, \vec{y})=(\mu i<x) P(i, \vec{y})=\min \{i \mid 0 \leqslant i<x \wedge P(i, \vec{y})\} \cup\{x\} \\
& f(0, \vec{y})=0 \\
& f(x+1, \vec{y})= \begin{cases}f(x, \vec{y}) & \text { if }(\exists i<x) P(i, \vec{y}) \\
x & \text { if } \neg(\exists i<x) P(i, \vec{y}) \text { and } P(x, \vec{y}) \\
x+1 & \text { otherwise }\end{cases}
\end{aligned}
$$
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## Example

- Fibonacci function $\mathrm{fib}(x)$
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\mathrm{fib}(0) & =1 \\
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\begin{aligned}
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\mathrm{fib}(x+2) & =\mathrm{fib}(x+1)+\mathrm{fib}(x) \quad \text { course-of-values recursion }
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## Idea

combine fib $(x+1)$ and fib( $x$ ) into a single number from which fib $(x+1)$ and fib $(x)$ can be obtained by suitable primitive recursive extraction functions

- pairing function $\pi(x, y)=2^{x}(2 y+1)-1$
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(1) $\pi(x, y)=2^{x}(2 y+1)-1 \geqslant 2^{x} \dot{-1 \geqslant x}$
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\pi_{1}(z)=x \text { and } \pi_{2}(z)=y \quad \Longrightarrow \quad z=\pi\left(\pi_{1}(z), \pi_{2}(z)\right)
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fib is primitive recursive

## Proof

- $g(x)=\pi(\mathrm{fib}(x), \mathrm{fib}(x+1))$ is primitive recursive:

$$
\begin{aligned}
g(0) & =\pi(1,1) \\
g(x+1) & =\pi\left(\pi_{2}(g(x)), \pi_{1}(g(x))+\pi_{2}(g(x))\right)
\end{aligned}
$$

## Lemma

fib is primitive recursive

## Proof

- $g(x)=\pi(\mathrm{fib}(x), \mathrm{fib}(x+1))$ is primitive recursive:

$$
\begin{aligned}
g(0) & =\pi(1,1) \\
g(x+1) & =\pi\left(\pi_{2}(g(x)), \pi_{1}(g(x))+\pi_{2}(g(x))\right)
\end{aligned}
$$

- $\operatorname{fib}(x)=\pi_{1}(g(x))$
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