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Introduction to Term Rewriting

Some Solutions
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Study the slides.

If we orient the equation f(f(x)) ~ g(z) from right to left, we obtain the complete TRS consisting
of the rule

g(x) — f(f(x)) (1)

Orienting the given equation from left to right gives the rule

f(f(x)) — g(x) (2)

The only critical pair, f(g(x)) =~ g(f(x)), can be oriented both ways:

f(g(x)) — &(f(z)) (3)

or

g(f(x)) — f(g(z)) (4)

In both cases there is one new convergent critical pair. So we end up with the following three TRSs:
Ri={(1)}, Rz ={(2),(3)}, and Rs = {(2),(4)}. All three TRSs are reduced and terminating.
The first two are compatible with LPO with respective precedences g > f and f > g. For R3 we can
take KBO with w(f) = w(g) = wo =1 and g > f.

The first equation of the given ES is oriented into

f(f(f(2))) — (1)

Using this rule, the second equation simplifies to f(f(z)) &~ x and is subsequently oriented into

f(f(z)) — (2)
Rule (2) simplifies rule (1) into
flz) — (3)

Rule (3) makes rule (2) superfluous. It follows that the last rule constitutes a complete and reduced
TRS for the given ES.

None of the ten critical pairs are reduced. The reason is simply that critical pairs of a reduced SRS
are never reduced.

Use the weight function w(0) = w(s) = w(p) = w(8) = w(—) = 1 and w(+) = 3 together with the
precedence —, © > s, p.

Use the weight function w(average) = 0 and w(0) = w(s) = 1 together with the empty precedence.

(a) Suppose R is simply terminating. By definition there exists a compatible reduction order >
with the subterm property. Because > has the subterm property, Emb C >. Hence R U Emb
is terminating. Conversely, if R U Emb is terminating then > := 4)7—;U8mb is a reduction order
that is compatible with R U&mb and thus also with R. From the inclusion —>gmb C > it easily
follows that > has the subterm property. Hence R is simply terminating.

(b) It suffices to show that
f(@1, 0 @n) >kbo Ti

for every n-ary function symbol f withn > 1 and i € {1,...,n}, and any precedence and admis-
sible weight function. We distinguish two cases. If n > 1 or w(f) > 0 then w(f(z1,...,z,)) >
w(x;). In the other case n =1 and w(f) = 0, and thus w(f(x1,...,2,)) = w(x;). In this case
we conclude

fl@1, ., Zn) >kbo Ti

by the first clause of the second case in the definition of KBO.
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Suppose R is a polynomially terminating TRS. Let F be the signature of R. So R is com-
patible with an algebra (N, {fx}er,>) such that fy is a strictly monotone polynomial func-
tion for every function symbol f € F. An easy induction on the value of a; shows that
(%) fn(a1,...,an) = a; for all n-ary function symbols f, natural numbers aq,...,a,, and
i € {1,...,n}. We will now construct a reduction order with the subterm property that is
compatible with R. The obvious candidate >y does not work since the subterm property may
not be satisfied. The trick is to extend >y to a relation 7 as follows: s ¢ if

e s>nt, or

e s >yt and |so| > |to] for all substitutions o.
It is not difficult to check that 1 is a reduction order with the subterm property that is
compatible with R. The proof of the subterm property of J uses (x).

The following sequence in R U Emb reveals that R cannot be simply terminating:

s(x) +s(s(x)) —r s((x —s(x)) +5(s(x))) —emp (¥ = s(2)) + 5(s(2)) —emb s(x) +s(s(x))

According to part (c) of the previous exercise, R is not polynomially terminating.

No. Since LPO has the subterm property (cf. exercise 6 of day 2) and R is not simply termi-
nating, LPO cannot be used to show the termination of R.

No. The rule s(z) +s(y) — s((z — y) + s(y)) is duplicating. Alternatively, one can use part (b)
of the previous exercise.

There are two dependency pairs:
fi(s(z),y) — FF(f(z,v),9) fi(s(x),y) — f¥(z,y)

No, because the rule f(s(z),y) — f(f(z,y),y) is duplicating.

Consider the reduction pair (>, >y) induced by the following weakly monotone interpretation
in N: Oy = 0, sy(z) = 2+ 1, and fy(z,y) = f4(,y) = 2. Since DP(R) C >y and R C >y, R is
terminating.

No, because the rule low(n,m:z) — if-low(m < n,n,m:z) is duplicating.

There are 15 dependency pairs:

low®(n, m: ) — if-low*(m <n,n,m: ) if-low? (false, n,m : ) — low®(n, x)
low*(n,m:z) - m<*n if-low? (true, n, m: ) — low?(n, z)
high*(n,m:2) —» m<'n if-high?(false, n, m : &) — high*(n, z)
high?(n, m: x) — if-high*(m <n,n,m:z) if- hlghﬂ(true n,m:x) — high(n, z)
(n:x)—H—uy—>x—H—ﬁy s(x) y)—>m<ﬁ

quicksort® (n: #) — quicksort(low(n, z:)) +*(n : quicksort(high(n, x)))
quicksort? (n: z) — quicksort? (low(n, z)) quicksort?(n: ) — low*(n, x)

quicksort® (n: z) — quicksort® (high(n, z)) quicksort® (n: ) — high*(n, z)

The resulting constraints are satisfied by the following weakly monotone interpretation in the
positive natural numbers: Oy = falsey = truey = nily = 1, sy(z) = = + 1, lowy(z,y) =
highy(z,y) = y, if-lown(b,z,y) = if-highy(b,x,y) = if—lowlﬁ\](b,x,y) = if—high&(b,x,y) =y,
lowdy () = highty(2,9) = ¥+ 1, <n(z.y) = <f(2.9) = Hh(@.y) = 2 wlzy) =z +y+1,
+Hn(z,y) =« + vy, and quicksorty(z) = quicksortﬁ,(m) = 3**1. (Using techniques developed in
lecture 10, the termination proof becomes much simpler.)



