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Abstract

Rule labeling is a heuristic, suggested by van Oostrom, for applying decreasing diagrams
to linear TRSs. The heuristic also works for left-linear TRSs under certain relative termi-
nation conditions. In this note we apply the rule labeling heuristic to arbitrary left-linear
TRSs, based on considering parallel reduction relations and parallel critical peaks.

1 Introduction

The decreasing diagrams technique by van QOostrom [6] is a powerful criterion for showing
confluence of abstract rewrite systems. In [7], van Oostrom suggested the rule labeling heuristic
for establishing confluence of linear term rewrite systems. The heuristic consists of labeling each
rewrite step with the used rule. Confluence can be established by showing that all critical pairs
can be joined decreasingly. Rule labeling can also be applied to certain duplicating left-linear
TRSs, by combining it lexicographically with other labelings [7, [3 [@].

In this note we revisit the rule labeling heuristic and show how it can be applied to arbitrary
left-linear TRSs, if parallel reduction and parallel critical pairs are considered.

The paper is organized as follows. Section [2]is devoted to preliminaries. Then, in Section
we present a confluence criterion for left-linear systems based on rule labeling. In Section [] we
sketch how this idea extends to weak ll-labelings from [9]. Finally, we conclude in Section

2 Preliminaries

We assume that the reader is familiar with standard term rewriting terminology [T}, [5].

. . . = * . . .
Given a rewrite relation —, we use — and — to denote its reflexive closure and reflexive,
transitive closure, respectively. The space below the arrows is reserved for labels: — denotes

(e
a rewrite step labeled with «. Given a set of labels £ with well-founded precedence >, and a
family (?)aeg, we let o= Ua>ﬁ(?) and Y—aﬂ> = u Y—5> A local peak s —- ? tis
said to be joined decreasingly if s <— - — - «—— - <— - +— ¢. If all local peaks can be joined
Ya B Yap a Y3
wcr (=) is confluent [7].
) [e%

We denote parallel rewrite steps by +». If we wish to indicate the set of positions involved in a

decreasingly, then — =

parallel rewrite step, we write ~. For a set of positions P and term ¢ we let tlp = {tl, | p € P}.
Parallel critical pairs [2] arise similarly to critical pairs: whereas we obtain a critical pair
l[r']po <—x— ro whenever p € Posz(l) and o is a most general unifier of {|, and I’, where
I = rand I’ — 7’ are variants of rules in R with no common variables, a parallel critical pair is
conceived as l[r?],cpo ¢x— ro if P C Posg(l) is a set of mutually parallel positions, | — r,
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[P — rP are variants of rules in R with no common variables, and ¢ is a most general solution
to the set of equations l|,0 = {Po for p € P. If R is finite, then the set of its parallel critical
pairs is finite as well.

€

Proposition 1. Let R be a left-linear TRS and t & s 5 u. Then there are substitutions

P\P’ '
o + o' and a parallel critical pair t' <+x— v’ such that t = t'0’ (—\H— to s > o = u,

where P’ C P. (Note that left-linearity is essential for the substitutions o and o’ to ezist.)

3 Confluence by Rule Labeling

Throughout this section we assume a given left-linear TRS R, and a set of labels £ equipped
with a well-founded order . Furthermore, let £: R — £ map rewrite rules to labels. The rule
labeling heuristic labels rewrite steps according to the used rule, £(t —;,, t') = £(1 — 7).

Definition 2. Consider a parallel step ¢ 45 . For each p € P, we have a rewrite step
t — t[t'|,], at position p. The set I' C £ is a valid label for ¢ + ' if £I(t 4 ¢') C T, where

At 3 o) = (et — tlt'],,) | p € P}
This means that a parallel rewrite step is labeled—at least—Dby the set of the labels of the rules
used in the step. We indicate labels along with the step, writing ¢ —lti—> t'. Astept —lti—> t'is
homogeneous if all its labels are the same, i.e., #I' < 1, and heterogeneous otherwise.

Parallel labels are ordered by the (multi-)set extension of >, which we also denote by >.
The interest in homogeneous and heterogeneous steps stems from the following proposition:

Proposition 3. If s _1@} t is a heterogeneous step, i.e., #I' > 1, then we can split it into a

sequence of individual steps whose labels are smaller than I' w.r.t. .

We are now ready to state and prove the main theorem of this section.

Theorem 4. A left-linear TRS R is confluent if all its parallel critical peaks t <—1§— s ? u with
homogeneous parallel step, i.e., #I' = #A =1 can be joined decreasingly as

Q
b= —— —— v —u
yr' A yrA” yra T va

such that Var(v|g) C Var(s|p).

Proof. We show that + is locally decreasing, which implies confluence of R. Let ¢ <—IHD— S —%—) U,

where ' A C L. If #I" > 1 then we can join ¢t and u by replacmg s 4>t by a sequence of
smaller steps using Proposition [3l We obtain a conversion s <— U resulting in a locally
decreasing diagram. The case #A > 1 is handled symmetrlcally If I'=gor A= thent
and u can be joined by the other rewrite step, also resulting in a decreasing diagram.

In the remaining case, #I' = 1 and #A = 1, that is, we have a peak between homogeneous

parallel steps steps. Let a € I' and 8 € A. Then ¢t <—1€— S —Eﬁ u. It suffices to show that

b s —— (1)
yr' A" yra® yra T vA
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Figure 1: Proof of Theorem [4]

We claim that (1) holds whenever P = {e} or @ = {e}. Then for all p € min(PUQ), ¢ +}+1; s % u

induces a peak ¢, <—?— slp —Q£—> ulp, where P = {e} or Q' = {e}. So for each p, we obtain a

joining sequence for ¢, and u|, of the shape . Since the positions in min(PUQ) are mutually
parallel, these sequences for each p € min(P U Q) can be combined into a single sequence of the
same shape without any difficulties. In particular, the —g—> steps combine into a single —g—) step

and likewise, the <—1H: steps can be combined into a single <—lei— step.
In order to show (T]) for P = {€} or Q = {€}, assume w.Lo.g. that Q@ = {¢}. By Proposition][]
there are a parallel critical peak t/ & s — o' and substitutions o, o’ such that o i o’ and

P\P’ P’ . ..
t="to' <_}'i_ t'o i so=s i) u'c = u, where P’ C P. By assumption we can join ¢’ and u’

decreasingly, and consequently there are v, u” and v’ such that

;) x * ;% Q' x /
' ——= 4 ——= U —— v u —u
Yy A YI'A YI'A r YA

with Var(v|gs) C Var(s|p/). Consequently,

’

* * *
t=to — . 4 Vo v’ vo G U C— o =u
YT YTA r r YA

A" yra
Since o(x) = o’(x) for x € Var(s|ps) (otherwise s 0t would not be a parallel step), and

because Var(v|g/) € Var(s|p), the two parallel steps in the leftward sequence can be combined
into a single one. Thus we can join ¢ and u decreasingly with common reduct v'o’, completing
the proof. See also Figure O

To conclude the section we demonstrate Theorem [ on two examples.

Ezxample 1. Consider the TRS R consisting of the following five rules with labels 2 >~ 1 > 0:

aT)b b?a f(a,a) - ¢ f(b,b) 5 c h(zx) ?h(f(x,x))
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There are six parallel critical pairs that can all be joined decreasingly as required by Theorem

f({a, b}, {a,b}) <_{'H f(a,a) W c: f({a, b}, {a,b}) ?g? f(a,a) W c
f({a,b},{a,b}) Nty f(b,b) o f({a,b},{a, b}) o f(a,a) o C

Therefore, R is confluent.

Ezample 2. Let O be the TRS consisting of the rules (confluence of O was shown in [4])

x—O?x O—x?O s(x)—s(y)?x—y if(true,x,y)?x
0 < s(x) - true <0 e false  s(z) <s(y) >T<y if (false, z,y) Y
mod(zx, 0) - mod(0, x) e 0 mod(x,s(y)) - if(x < s(y),x, mod(x—s(y),s(y)))
ged(z,0) = x ged(0,z) — x ged(z,y) — ged(y, mod(x, y))

0 0 1

There are 12 critical pairs, of which 6 are trivial, and the remaining 6 come in 3 symmetrical
pairs. They can all be joined decreasingly, using the precedence 1 > 0:

if (0 < s(y),0,mod(0 —s(y),s «—#— mod(0,s —0: ...—if(true,0,...) — 0
( (y) ( (y),s(v))) o0 (0,s(y)) ) © ( ) 0
cd(0, mod(z,0)) <+ gcd(z,0) — z: ... — gcd(z,0) —
ged( (2,0)) o0 ged(x,0) © © ged(z, 0) 0
cd(z, mod(0, x)) <+ gcd(0,2) — z: ... —> gcd(0,2) —
ged( (0,2)) o0 ged(0, @) © o ged(0, ) o

There are no inner critical pairs, so this accounts for all parallel critical pairs, and we can
conclude that O is confluent by Theorem [

4 Generalized Labelings

We implemented rule-labeling for left-linear TRSs in the confluence tool CSI [8]. However, the
implementation does not use Theorem 4 Instead, we use the framework of labelings from [9],
in particular weak 1l-labelings, which we recall below. Let £ be a set of labels equipped with a
well-founded order >, and a quasi-order = on L that is compatible with =, i.e., =->-> C .1

Definition 5. A labeling is a function ¢ mapping rewrite steps to labels such that comparing
labels is closed under contexts and substitutions, that is, for all contexts C[-], substitutions o
and rewrite steps s — t, s’ — t/, we have

(C[sa] — Clto]) = U(C[s'a] = C[t'a]) if l(s—t) =l =)
{(Clsa] — Clta]) = L(C[s'a] = C[t'a]) if (s —1t) =Ll —1)
A labeling is a weak ll-labeling if for all s 25 t and s 2, ¢/ with p || ¢ (parallel overlap), we have
b(s = 1) = £t = [t]p]p) (2)
and whenever s 5, t, s 2% t' with p € Posy(l) (variable overlap), if I, = 7|,s, we have?

s = 1) =t — tt'|]p) 3)

I Another common definition is > - = C >, in which case >/ = > - > satisfies > - >/ . > C »'.
2Condition is stronger than the left-linear variable overlap condition in [9], where the parallel step of the
joining valley is a rewrite sequence, but the weak ll-labelings presented there satisfy our new condition as well.
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Given a weak ll-labeling ¢, we can define ¢l as before in Definition 2l However, it appears
that we cannot use the multiset extension of (>, >) for comparing labels. Instead, we use the
Hoare order on sets,3

I'-A <= T#oAYVceATaecl'(a>P) and T>A <= Ve AJaecT (a*f)
The implementation is based on the following theorem.
Theorem 6. A left-linear TRS R is confluent if all its parallel critical peaks t é? ] ? u can be

joined decreasingly (with respect to some ll-labeling) as t LN TN S L L Y
YO A’ YTA  YTA IV YA
such that Var(v|g) C Var(s|p) and A = A’, T' = T".

The proof of Theorem [f] is similar to that of Theorem[d In order to find suitable labelings,
we use the techniques of [9] on joining sequences for critical pairs, and finally check whether
the resulting labeling allows joining parallel critical pairs decreasingly as well.

5 Conclusion

We have demonstrated a rule labeling technique based on parallel reductions and parallel critical
pairs that works for general left-linear term rewrite systems. A variant of the approach is
implemented in CSI, which found the proofs for Examples As future work we plan to flesh
out the generalization from Section [4] explore the different orders on sets. There is also room
for better heuristics for finding suitable ll-labelings. We would also like to know whether the
variable condition Var(v|g) C Var(s|p) in Theorems [4] [6] can be relaxed.

It would also be interesting to devise a conversion version of Theorem [6] This should be
straightforward in the pure rule labeling setting (Theorem , but it is unclear whether the
generalization to weak ll-labelings would work out.
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